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ABSTRACT

The National Aeronautics and Space Administration (NASA) has built a great history for achieving
remarkable success in accomplishing complex technical tasks. During the 1970's and 1980's, planetary
spacecraft were sent throughout our solar system which provided close-up views of the planets.

However, the 1990’ s arrived with some project failuresincluding a flaw in the Hubble Space Telescope's
primary mirror, and the loss of three spacecraft sent to Mars.

Following the determination of the cause for the 1999 loss of Mars Climate Orbiter, the mishap
investigation board reviewed eight previous failure investigation reports and identified a correlation
between other project failures and a few common themes. The most common themes included inadequate
project reviews, poor risk management, insufficient testing, and inadequate communications. Most
project managers are aware of the possibilities of and the consequences of these risk areas in complex
technical projects— so why do many projects make these same mistakes?

Thisthesis developed a framework for evaluating the long-term effect of early project implementation
decisons. Early decisions, such as establishing a system architecture and sdlecting technology of
particular maturity, can have lasting impact throughout the project development process and during the
project’s operation phase. A systems engineering analysis framework using two different extensions of
dependency structure matrix (DSM) analysis was devel oped to provide a comprehensive system view of
the project architecture and the technology choices. An “interface DSM” mapped the dependence of
components on one another and identified the impact of component criticality on the mission operations.
A “technology risk DSM” included a component technology risk factor to help identify the patterns of
system level risk. The ultimate goal of this thesis was to develop an analytical framework that could be
used, along with other sound system engineering toals, to expand the management team’s holistic view of
the project, which could then be used to enhance project implementation decision-making.

The analytical framework devel oped in this thesis was applied to seven spacecraft projects which served
as case studies. Successful and unsuccessful projects were included in the set of cases. Analytical
observations were compared to post-project lessons learned to develop a general understanding of the
relationship between the project structure and the implementation approach for each case.
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Chapter 1 Introduction

1.1 Motivation

The National Aeronautics and Space Administration (NASA) has built a great history for
achieving remarkabl e success in accomplishing complex technical tasks. Inthe 1970’s, the Viking
Program sent orbiters and landersto Mars, greatly expanding our knowledge about Earth’s sister planet.
The Voyager | and |1 spacecraft, on a more than decade-long voyage through our solar system, provided
close-up views of the outer planets. In the 1980's, large planetary spacecraft, such asthe Magellan to
Venus and Galileo to Jupiter, were launched on long journeys to their respective destinations. However,
the early 1990’ s arrived with some project failures. In April 1990, the Hubble Space Telescope was
launched with aflaw in its primary mirror, and in 1993, the Mars Observer was lost shortly before it was
to enter Mars orhit.

In the mid to late 1990's NASA looked to smaller projects with shorter development times and
many spacecraft in this era demonstrated new technology and returned valuable science. For example,
the Pathfinder landed on Marsin 1997 delivering close-up views of the surface and demonstrating the use
of asmall robotic rover. The Near Earth Asteroid Rendezvous spacecraft, launched in 1996, became the
first probe to provide detailed information about an asteroid. These successes however were offset with
some failures, most notably the loss of both the Mars Climate Orbiter and the Mars Polar Lander in 1999.
During the review of the Mars Climate Orbiter loss, the mishap investigation board reviewed eight
previous failure investigation reports and identified “a high correlation of failures connected with a few

themes.” * The most common themes identified included inadequate project reviews, poor risk

! Mars Climate Orbiter Mishap Investigation Board, “Report on Project Management in NASA,”
March 2000, p. 33.
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management, insufficient testing, and inadequate communications. Most project managers are aware of
the possihilities of and the consequences of these risk areas in complex technical projects — so why do
many projects make these same mistakes?

Blanchard and Fabrycky (1998) noted the importance of having alife cycle view of a project
from the very start. “It isessential that engineers be sensitive to utilization outcomes during the early
stages of system design and development, and that the assume the responsibility for life cycle engineering
that has been largely neglected in the past.” ? Thisthesis focuses on the impact early project planning
decisions have on the entire project life cycle. 1n complex technical projects the responsibility for
understanding the broad view of a project falls upon the shoulders of the systems engineer. NASA's
Systems Engineering Handbook views systems engineering as a “robust approach to the design, creation,
and operation of systems.” ® The systems engineering processis a continual process of gathering
information from the system’ s perspective, developing design alternatives, evaluating these alternatives,
and making decisionsin the best interest of thewhole. Thisroleisnot an easy one. The International
Council on Systems Engineering (INCOSE) noted that as complexity has increased in a development
activity, the engineering disciplines and organizations have become fragmented in order to deal with
complexity. The fragmentation of a complex problem leads to a tendency for disciplines to optimize their
subsystem at alocal level; however this approach may not be optimal for the system. “Thisinability to
recognize that system requirements can differ from disciplinary requirementsis a constant problem in
systems development. The systems engineering process can be viewed as a major effort in
communication and management of complex teams of experts that lack a common paradigm and a

common language.” *

2 Blanchard, Benjamin S. and Fabrycky, Walter J., Systems Engineering and Analysis — Third Edition,
(Upper Saddle River, NJ Prentice Hall, 1998), p. 19.

% National Aeronauitics and Space Administration, “ NASA Systems Engineering Handbook,” SP-6105,
June 1995, p. 4.

* International Council on Systems Engineering, Systems Engineering Handbook, Release 1.0, January
1998, p. 4.0-1.
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Systems engineering techniques are tools that support information discovery and can be used to
communicate those discoveriesto a variety of technical disciplines. Thereal value of atool isto facilitate
ameaningful discussion on options and possibilities. When multiple stakeholders are required to resolve
issues or offer an optimal system design, it is necessary to have atool that enhances the group discovery
process. NASA’sview of the systems engineering processis “identification and quantification of systems
goals, creation of alternative system design concepts, performance of design trades, selection and
implementation of the best design, verification that the design is properly built and integrated, and post
implementation assessment of how well the system meets (or met) the goals.”

Thisthesis developed a framework for evaluating the long-term effect of early project
implementation decisions. Early decisions, such as establishing a system architecture and selecting
technology of particular maturity, can have lasting impact throughout the project devel opment process
and during the project’ s operation phase. Thisanalytical framework was developed to provide a
comprehensive system view of the project architecture and the technology choices. The ultimate goal of
this thesis was to devel op an analytical framework that could be used, along with other sound system
engineering tools, to expand the management team’ s holistic view of the project, which could then be
used to enhance project i mplementation decision-making.

Seven spacecraft projects served as case studies using the analytical framework developed in this
thesis. Successful and unsuccessful projects were included in the set of cases. Analytical observations
were compared to post-project lessons learned to develop a general understanding of the relationship
between the project structure and the implementation approach for each case. For example, was the
organizational approach aligned with the system architecture to optimize information flow? If not, were
strategies put in place to address the needs of communication? How did the inherent technology risk of a
component impact the overall system risk? Were mitigation strategies put in place to address the

component and system performance risk?
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1.2 Thesis Structure

The proposed systems engineering analysis framework was demonstrated through the use of case
studies of complex spacecraft projects. By demonstrating the analysis tool on well-documented projects,
the thesis intends to encourage use of sound systems engineering tools in analyzing project architectures
and technology choices during the early phases of project planning. Thethesisis presented as follows:

Chapter 1 describes the motivation for the work of thisthesis and describes the goal to develop a
systems engineering analytical framework that could be used to enhance decision-making related to
project implementation.

Chapter 2 describes the history of dependency structure matrix analysis and describes an
extension of previous work as a systems engineering analysis framework to examine complex technical
projects.

Chapter 3 applies the systems analysis framework to seven case studies of projects that devel oped
and operated complex spacecraft for either Earth observation or interplanetary exploration. By reviewing
lessons learned from specific projects, an assessment is made as to whether early project management
decisions created a fundamental project implementation structure that contributed to the successful or
unsuccessful completion of the project.

Chapter 4 summarizes the results of utilizing the system analysis framework as a tool to identify
fundamental project structure and implementation strategies associated with successful or failed cases. A
critique of the analysis framework is presented and recommendations for future work are presented.

Chapter 5 provides a brief summary of the analysis that was performed, draws conclusions related
to the capabilities of the analytical framework, and identifies insights gained related to successful

projects.
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Chapter 2 Utilization of the Dependency Structure Matrix to
Enhance Project Planning Decisions

2.1 Description of the Dependency Structure Matrix

The use of the design structure matrix, or dependency structure matrix (DSM), was described by
Steward in the 1980’ s (Browning 1998a, Ulrich 2000) for the analysis of the structure of a system’s
design. ®> Browning noted the advantages of dependency matrix-based analysis. “Their utility in these
applications stems from their ability to represent complex relationships between the components of a
n 6

system in a compact, visual, and analytically advantageous format.

Eppinger, Whitney, Smith and Gebala (1994) provide an overview of the basic DSM described by

» D F
Series Tasks
Parallel Tasks Coupled Tasks
A|lB|C|D|E]|F
A
} Series

B | X

C X } Parallel

D X

E XX X Coupled
ouple

F X X X } P

Figure 2.1-1 Smplified Example of a Task DSM

® Steward’ swork has been cited in Browning, Tyson R., “ Modeling and Analyzing Cost, Schedule, and
Performance in Complex System Product Devel opment,” PhD Dissertation, Massachusetts I nstitute of
Technology, December 1998. (1998a) and Ulrich, Karl T. and Eppinger, Steven D., Product Design and
Devel opment, McGraw Hill, 2000.

® Browning (1998a), p. 98.
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Steward to represent the dependence of tasks on one another. In the sequence of tasksin Figure 2.1-1, A
and B arein series; Cand D arein paralle; and E and F are coupled. In the DSM, tasksin the rows and
columns are identically labeled. The marked elementsin arow indicate which other tasks contribute
information to therow’'stask. Since A and B arein series, task B requiresinformation from task A.
Parallel tasks C and D require information only from task B. The coupled tasks E and F require
information from tasks C and D aswell as each other. The blocks with marks bel ow the diagonal indicate
information is fed forward to later tasks. The one mark above the diagonal indicates that information
from task F must be fed backward to task E prior toits completion. This type of configuration in atask
DSM provides an indication of afeedback loop or design iteration. Once the information flows are
documented in a DSM, an analytical reordering is performed to sequence tasks such that the number of
feed-forward tasks (tasks below the diagonal) is maximized while the number of tasks requiring feedback
IS minimized.

Since Steward’swork in the 1980’ s the use of DSM has been extended to other types of system
and design analysis. Browning (1998a) describes four applications of the DSM for addressing different

types of problems. Table 2.1-1 provides a brief overview of these four types.’

Table 2.1-1 Four Applications of DSM Analysis

DSM Type Description

Component-Based or Architecture DSM Used for modeling system architecture based on component
interrelationships

Team-Based or Organization DSM Used for modeling organization structure based on information flow
between people and other groups

Activity-Based, Task-Based or Schedule Used for modeling project schedule and activity sequencing based

DSM on interactivity information flow

Parameter-Based or Low Level Schedule Used for modeling low level relationships between design decisions

DSM and parameters, systems of equations, subroutine parameter
exchange, etc.

DSM has been used extensively to model complex product devel opment processes and to suggest

" Browning (1998a), p. 99.
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optimized structure and strategy for improved performance. Eppinger et al. (1994) described an extension
of the binary structure in Steward’ s task DSM by including a measure of the degree of dependence
between tasks and accounting for the tasks' durations. This extension provided a means for giving
preference in the matrix manipulation to stronger dependencies over weaker ones. They used this method
to recommend reorganizing a complex design process to improve product devel opment time. Browning
(1998b) identified many of the challenges to reducing product devel opment cycle time and pointed out

advantages for using an activity DSM to address those challenges.

McCord and Eppinger (1994) demonstrated the use of a team-based DSM to describe the patterns
of required information exchange for an automobile engine devel opment team. They suggested
reorganization of the systems teams to optimize exchange of information. Pimmler and Eppinger (1994)
extended this work by presenting a methodol ogy for the analysis of product design decompositions. They
also identified four important types of interactions between elementsin a component DSM and provided a

method for quantifying the strength of these interactions. ® The four component interaction types were:

spatial interaction — identifies need for adjacency or orientation between elements,

energy interaction — identifies needs for energy transfer;

information interaction — identifies need for information or signal exchange between the two
dements;

material interaction — identifies need for materials exchange between eements.

Eppinger (1997) showed the use of both the team-based DSM and the above component

interaction quantification in a component DSM to demonstrate a method for integration analysis of large-

8 Pimmler, Thomas U. and Eppinger, Steven D., “Integration Analysis of Product Decompositions,”
DE-Val. 68, Design Theory and Methodology —DTM 94, ASME 1994.
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scale engineering systems. Eppinger and Salminen (2001) extended earlier works by using DSM to
understand patternsin the complexity of product development from three views: a process view, a product

view and an organizational view.

2.2 Assessing Project Implementation with DSM Analysis

Thisthesis explored the fundamental structure of project implementation strategy by examining
the contribution early implementation approaches make toward the overall success or failure of a project.
As Senge notes, the basic structure of a system influences the behavior of those involved. * We must ook
into the underlying structures which shape individual actions and create the conditions where types of
events become likely.” ° DSM analysis was used to examine the fundamental project implementation
structure of several NASA planetary and earth observation spacecraft projects. Thisthess specifically
examined cases of robotic spacecraft projects with costs less than $300 million and devel opment time to
launch of approximately three years. The cases analyzed represented both successful and unsuccessful
NASA projects.

A component-based DSM was expanded to assess the impact of the choice of system architecture
and the selection of components with varying levels of technology readiness on overall project success.
The extension of the component-based DSM was novel in two primary respects. Firs, snce NASA
projects generally involve multi-phase operations of significant duration, the component DSM included
an approach to examine the impact of component criticality on each of the major operational phases of the
project. Thisextension of the DSM including the operations section and operational section was called an

“interface DSM.” Second, a“technology risk” DSM was presented, using a measure of the inherent

° Senge, Peter, “ The Fifth Discipline: the Art and Practice of the Learning Organization, (New York:
Doubleday, 1990), pp.42-43.
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technology risk of a component, to demonstrate a method for assessing the impact of component

technology maturity on the overall system.

2.2.1 Interface DSM

The interface DSM has two sections, a component interface dependence section and a section
identifying the dependence of components on the operational phases. In the component section, the
dependence of components on one another was measured based on arating of the strength of the interface
between the two components. In the operations section of the DSM, major operational phases were
included in the DSM to provide an opportunity to view the impact of component criticality on the
respective operational phases.

A simplified example of the dements of a bicycle and its operational phases was modeled in an
interface DSM shown in Figure 2.2.1-1. The major hardware components and each major operational
phase was listed in the column heading and repeated along the row heading. Each element matched with

itself was marked with a darkened square, forming a diagonal in the matrix. An eement matched with

3
@
e
@ 2 e
g g -c% E= g o
c Qo c| e 9 c =]
2182 c| 22| 2o 2|2 E|E|5| 5| E
s|<|8| 2|8 &|c|S|=|88]2|3[8]¢e
olZ2lololalT|I|m|m|olo]|o]|alo]|m
Components AlB|lc|D|E|F|G]H]|I]J]lK]L]|M|N
Wheels| A 4 214 2 41414
Gears| B | 4 4 4 2
Chain| c 4 4 4
Pedals| D 4 4
Handlebars| E 2 212]2 21214
Frame| F | 2 212 21212
Brake| G | 4 2 4 4
Brake Handle| H 21214 4
Gear Shift] | 4 2|2 2
Odometer| J [ 2 2
Operational Phases| K
Pedalling] L [4]2]4]4]2 2
Coasting| m | 4 2
Braking| N | 4 4 414

Figure 2.2.1-1 Example: Bicycle Interface DSM
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elements other than itself intersected at a square off of the diagonal. At this off-diagonal square, avalue
representing the relative strength of the relationship between the e ements was established. In this
application of the DSM, the relative dependence of the e ements on each other is assumed to be equal and
thus a matrix symmetric about the diagonal is created. *°

In the component section of the interface DSM, the matrix values were assigned based on the
strength of the interface relationship between components. Borrowing from Pimmler and Eppinger
(1994), the strength of interface dependence was defined based on spatial, energy and information
dependence. In the component section of the DSM, points were allocated asindicated in Table 2.2.1-1

for each of the existing component interfaces.

Table2.2.1-1 Matrix Valuesfor Strength of Component Interface Dependence

Type of Element Interaction Points
Physical Interface —a physical interface existsin the 2
defined system architecture

Energy Interface — significant energy transfer exists 2
between componentsin the defined system architecture

Information Interface —

Case 1 —direct transfer of information between the 2
elements

Case 2 — information exchanged between the elements

indirectly 1

The purpose of the rating the strength of component interfaces was to identify those with high
interdependence. The value of each interface in the matrix was obtained by summing the points from the
physical, energy, and information interaction. Some examples from the bicycle casein Figure 2.2.1-1 are
provided below.

The chain had a physical and energy interface with the pedal. Matrix rating: 2+2+0=4.

19 As described in earlier applications of DSMs, particularly the task-based type DSM, the dependence
isnot necessarily equal thus matrices that are asymmetric are generally expected.
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The odometer had an informational interface with the whedls. Matrix rating: 0+ 0+2=2.
In the operations section of the DSM, the matrix values were established at the intersection
between a component and operational phase. The valuesin this portion of the DSM were assigned based
on the tolerance to component failure during the particular operation. Table 2.2.1-2 shows the ratings of

components with respect to operational phases:

Table2.2.1-2 Matrix Vauesfor Strength of Operation’s Dependence on a Component

Type of Element Interaction during Points
Critical Operations Phase
Essential component —a single point or major 4

component failure can cause failurein the specific
operational phase

Critical component —a single point or major 2
component failure can cause degraded operations
during the specific operational phase

The purpose of rating the strength of dependency of a component on a particular operation isto
describe the criticality of the component to operational performance. Again using the bicycle examplein
Figure2.2.1-1:

In the “ Pedaling Phase,” the whedls, chain, and pedals are essential to the pedaling operation,
thus whed, chain, and pedal components have avalue of “4” in that operational phase.

In the* Coasting Phase,” the wheels are considered “essential” and the handlebars are
considered “critical,” thus the component criticality ratings of “4” and “2” were given
respectively.

Development of the interface DSM represented the first step in the analysis of the NASA case

studies.

2.2.2 Technology Risk DSM

A second matrix was created which attempted to provide a view of the impact of technology

choice on the overall project. The technology risk DSM assigned a numerical rating to components based
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on an assessment of the risk of the component operating as designed. The technology risk rating utilized
in this study was based on the criteria NASA uses for determining technol ogy readiness level (TRL)."
The TRL ranges from oneto ninewith a TRL value of oneindicating that only basic engineering
principles usad in the design have been observed and reported, while a TRL value of ninerefersto a
system that has been “flight proven” through successful mission operations. (See column 3 of Table
2.2.2-1)

For valuing matrix entriesin the technology risk DSM, the NASA TRL definitions were adopted,
but the ratings were created based on atechnology risk factor (TRF). The TRF scale assessed a value of
one for the lowest-risk components and a value of five for the highest-risk or unproven technology
components. Subsystem data from each project was reviewed and each component was assigned a TRF

based on the criteria established in Table 2.2.2-1 bel ow.

Table 2.2.2-1 Technology Risk Factor (TRF)

TRF NASA TRL Definition NASA TRL
Level

1 Actual system “flight proven” through successful 9
mission operations

2 Actual system completed and “flight qualified” 8
through test and demonstration (ground or space)

2 System prototype in a space environment 7

3 System/subsystem model or prototype demonstration 6
in arelevant environment (ground or space)

4 Component and/or breadboard validation in relevant 5
environment

4 Component and/or breadboard validation in 4
laboratory environment

5 Analytical and experimental critical function and /or 3
characteristic proof-of-concept

5 Technology concept and/or application formulated 2

5 Basic principles observed and reported 1

" Several sources trace the origin of TRL definition to NASA’s Office of Aeronautics and Space
Technology 1991 Integrated Technology Plan. The TRL definitions can also be found in: Sarsfield, Liam,
“Caosmos on a Shoestring — Small Spacecraft for Space and Earth Science,” Rand Study for the Office of
Science and technology Policy (OSTP) and the Office of Management and Budget, 1998.
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Once the TRF values were entered into the proper column in the technology risk DSM, an

Excd ™ spreadsheet automatically calculated an overall risk value for each intersecting point in both the

component section and operational section of the DSM. These risk values were calculated based on the

following formula:

TRF of
element
A

The technology risk DSM was intended to provide an overall view of the project’ s technological

and operational risk areas and to identify the patterns of system level risk. In an extension of the bicycle

TRF of
element

Interface
dependence
value between
A and B

Technology
risk matrix
entry value

example, atechnology risk DSM was created where a new technology was selected only for the bicycle

gears. These gears were assumed to have a TRF value of three. The resulting technology risk DSM can

be seen in Figure 2.2.2-1.

Gears have higher

technology risk

TRH 1 1(3]1]1j1]1]1]1 1 1
Component| TRF MBlc|p|lE|F|[G]H]I1]J L N
Brake| 1 [ Af | 4 4 2 4
Brake Handle| 1 4 2 2 4
Wheels ,;I.Fc 4 12 2|2 4 4
Gearsf 3 ) D 12 12 12 6
Chain E 12 4 4
Pedals| 1 | F 4 2 4
Handlebars| 1 | & 2 2 2|2 2 4
Gear Shiftf 1 | H 12 2 2 2
Odometer| 1 | 1| 2 2
Frame| 1 [ 0|2 2 2 2 2 2
Operational Phases| 1 | K
Pedalling] 1 [ L 4 6 4 4 2 2
Coasting] 1 | M 4 2
Brakingl 1 [ N[4 4 4 4

Figure 2.2.2-1 Technology Risk DSM for the Bicycle Example
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2.2.3 Interfaceand Technology Risk DSM Analysis Process

The interface and technology risk DSMs described above were employed to analyze several
complex NASA spacecraft projects. The DSM analysis methodology is described bel ow:

1. Theinterface DSM was devel oped to identify dependence of components on one another based on

criteria established in Table 2.2.1-1. The entry into a square of the component DSM was based on the

valuesidentified in Table 2.2.1-1. The dependence between two components was assumed to be
associative, and the resulting matrix ended up being symmetric about the diagonal.

2. Thedementsin the interface DSM were clustered. Following the creation of theinitial DSM, the

components were reordered in the matrix. The criteria used for regrouping was one which placed the
squares representing high interface dependency as close to the diagonal as possible. Using this
strategy, components that have a high degree of interdependence will tend to form clusters. Since
these DSMs were of moderate size, it was found that it was acceptable to perform this activity by
inspection using a spreadsheet.

3. The component dependence on operations was added to the interface DSM. The major operational

phases were added to the bottom of the interface DSM. The operational phase' s dependency on the
component was included in the matrix according to Table 2.2.1-2. This step completed the formation
of the interface DSM.

4. TheTREFsfor each of the e ements (both components and operations) were assigned based on Table

2.2.2-1. Thetechnology risk values were calculated and a technology risk DSM was completed.

Figure 2.2.2-1 shows the completed process for the bicycle example. Thefirst step shows the

completion of component interface dependency identification. The second matrix showsthat in step 2,

12 Several algorithms have been developed for manipulation of DSMs. A description of these tools can
be found at http://web.mit.edu/dsm/DSM _tools.htm.
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the components have been reordered and a set of three distinct clusters can be seen: the brake subsystem,
the power subsystem and the monitor and control subsystem. In step 3, at the bottom of the second
matrix, the operational dependence on components has been added. Finaly, in step 4, the component
TRFs have been added and the set of technology risk values for the entire matrix have been cal culated.
The analysis process described above was followed for each of the NASA case studies. Once
these two matrices were generated, the patterns of clusters and values in the interfaces or technology risk
DSMswere studied. These patterns were then associated with lessons learned or observations made

about the completed NASA spacecraft projects.

2
8
8 -
. o | E Step 2 — Cluster Elements in the DSM
5 [ MM
&lel,||aI2| </ o2 (5| 2|5 |E|E|
FEHEEEESHBREEE c [ TalefcTofelFfe]n1[aTk]cTm]n
S E R EEEEEE R
S1zlé[6|a|f)i|a|a|6[5)|5]d|Slam Brakel a [T 4 4] «—— 2] ] 4]
C alelcloelrle[u[ [a]«[Lm]n Brake Handle| 5 | 4 2 2 2 Brake Subsystem
Wheels| A | 4 2 4 2 Wheels| ¢ [ 4 4 2(2 4 4 4
Gears| B | 4 4 4 Gears| D 4 4 4 2
TR B oo e 2 al " Power Subsystem
Pedals| b 4 2 Pedals| F 4 2 4
Handlebars| € | 2 2.2 2 Handlebars| 6 | 2 2 2|2 22 4
Frame| F | 2 22 2.2 2 Gear Shift) H 4 2 2 2 .
Brake[ G | 4 20 4 Odometer| 1 2 2 Y Monitor and
Brake Handle| H 224 Frame| 3 [2 2 2 22 2 Control
Gear Shift| 1 4 2.2 Operational Phases| k
Odometer| J | 2 2 Pedalling] L 4 24422
Operational Phas§| K Coasting| 4 2
Pedaling| L Braking| n | 4 4 W 4
Coasting| M
Braking| N

Step 1 — Identify Component Step 3 — Add Component Dependence

on Operations
Dependency
[ TrAa[3[a[a[a[afafala[a[aa]1]1
< TRA_ [alelclolelrloln [o[x[L]m]N
Brake| 1 | A 12 4 2 4
Brake Handle| 3 | s |12 6 6 12|
Wheels| 1 [ c |4 4 2|2| [a/4/4
Gears| 1 | D 4l 4 4 2
Chain| E 4 4 4
Pedals| 1 | F | 4 2| |4
| |6 2/ 2|2| [2/2]4
Gear Shift| 1 | | 4 2 2| |2
Odometer i 2 2
Frame| 1|3 [2]6 2 2 2 2
Operational Phases| 1 | k
Pedalling L 42442 2
Coasting| M 4 2
Braking| N|4.12 4 4

Step 4 — Include Component TRFs

Figure 2.2.3-1 Overview of the DSM Analysis Process for the Bicycle Example
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Chapter 3 Project Case Study Analysis

Seven case studies of planetary and earth observation spacecraft were selected for interface and
technology risk DSM analysis:
The Solar, Anomalous, and Magnetospheric Particle Explorer (SAMPEX), the first spacecraft
in the NASA Small Explorer Program;
Clementine, ajoint Department of Defense and NASA Program.
Near Earth Asteroid Rendezvous (NEAR) and Mars Pathfinder in NASA’s Discovery
Program; and
Mars Global Surveyor (MGS), Mars Climate Orbiter (MCO), and Mars Polar Lander (MPL)
in the Mars Surveyor Program.
The cases selected all represent complex technical projects with budgets ranging from $30 to
$300 million, and development time to launch of approximately three years. The cases presented an
opportunity to examine a variety of implementation approaches such as the choice of system architecture

and the utilization of advanced technology. Table 3-1 provides a summary of the project case studies.

Table3-1 Summary of Project Case Studies

Project Category Case Proj ect Notes
Number
Small Spacecraft 1 SAMPEX Successful Earth observation spacecraft
2 Clementine Successful lunar exploration spacecraft
NASA'’s Discovery 3 Mars Pathfinder | Successful Mars lander
Program 4 NEAR Successful asteroid rendezvous
Mars Surveyor Program 5 MGS Successful Mars orbiting spacecraft
6 MCO Unsuccessful Mars orbiter
7 MPL Unsuccessful Mars lander
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3.1 Small Spacecraft Projects

311 Casel: Solar, Anomalous, and M agnetospheric Particle Explorer (SAMPEX)

3.1.11 SAMPEX Mission and Spacecraft Description

The SAMPEX program was described by Baker et al. (1993) and Figueroa and Coldn (1996).
SAMPEX was the first of a series of missonsin NASA’s Small Explorer (SMEX) Program and was
launched on July 3, 1992. NASA started the SMEX program in 1988 to develop more frequent, lower-
cost science missionsthat could be launched on smaller expendable launch vehicles such as the Pegasus
and Scout.

SAMPEX was designed to study the energy level and composition of particles originating from
nearby and distant portions of the galaxy as well as monitoring magnetospheric particles. SAMPEX was
designed to use the Earth’ s magnetic field as a giant magnetic spectrometer to separate different energies
and charge states of particles asit circled the Earth in anear-polar orbit. Four science instruments were
flown on SAMPEX and the spacecraft was designed to support a minimum mission of one-year with a
goal to support three or more years. SAMPEX successfully completed its three-year mission goalsin
1995.

A drawing of SAMPEX in its on-orbit configuration can be seen in Figure 3.1.1.1-1 and the
spacecraft architecture can be found in Figure 3.1.1.1-2. * SAMPEX was designed as a single-string
system, and utilized a combination of flight-qualified hardware and new technology in a compact

spacecraft design.

13 Both Figures come from Figueroa, Orlando and Col6n, Gilberto, “SAMPEX,” in Reducing Space
Mission Cost, edited by Wertz, James R. and Larson, Wiley J., Space Technology Library, Microcosm Press,
Torrance, CA, 1996, pp. 397-409, p. 400 and p. 402 respectively.
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Figure3.1.1.1-1 SAMPEX Spacecraft On-Orbit Configuration

Power supplied from the solar arrays, or from the battery during eclipse, was supplied to the
spacecraft subsystems via three power busses. The attitude control eectronics (ACE) provided closed
loop attitude control by processing sun sensor data and using electromagnetic torque rods to orient the
spacecraft. The nominal orientation of SAMPEX pointed the solar arrays toward the sun and the
instruments in the zenith direction. The telecommunications system consisted of two omnidirectional
antennae and telecommunication electronics. The control of the spacecraft was managed through the
Small Explorer Data System (SEDS), which consisted of the recorder/processor/packetizer (RPP),
command telemetry terminal (CTT) and 1773 data bus. New technology utilized in the SEDS included a
solid-state memory and an optical fiber data bus. The data processing unit (DPU) provided control for the
science instruments which were mounted on the external surface of the spacecraft’s structure. The
instrument complement included the Low Energy lon Composition Analyzer (LEICA), Heavy lon Large

Telescope (HILT), Mass Spectrometer Telescope (MAST), and the Proton/Electron Telescope (PET).
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Figure3.1.1.1-2 SAMPEX Spacecraft Architecture

The spacecraft was operated through an operations control center at NASA’s Goddard Space
Flight Center (GSFC) and commands were sent to the spacecraft once per day. Data from the instruments
was recorded on-board and downlinked to the earth ground station twice per day. Science operations of
SAMPEX were generally autonomous and did not require a great deal of interaction between the

spacecraft and the ground.

3112 SAMPEX DSM Analysis Results

Theinterface DSM for SAMPEX can be found in Figures 3.1.1.2-1. The clusters of components
in theinterface DSM correspond to the subsystems identified in the system architecture in Figure 3.1.1.1-

2. The subsystem overlap in the matrix can be seen to very minimal.
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The technology risk DSM for SAMPEX can be found in Figure 3.1.1.2-2. The componentsin
the SEDS were assumed to have higher risk and were assigned higher TRF values since these e ements
utilized new technology that had been tested in a relevant Earth-environment, but not demonstrated in

space. The methodology used to calcul ate values in the technology risk DSM, where new technol ogy

=
X
o

[afaJafafafafafa]
[ x] Y] z]aa[AB]Ac[AD[AE]

[1
]

AG|

Ground Station

Ground Data Handling

Antenna

Coupler|

Diplexer|

Transponder,|

Command and Telemetry Terminal (CTT)
Recorder, Processor, Packetizer (RPP)
1773 Data Bus

Data Processing Unit

Low Energy lon Compos Analyzer
Heavy lon Large Telescope
Proton/Electron Telescope

Mass Spectrometer Telescope
Attitude Control Electronics
Attitude Control Sensors

Attitude Control Actuators
Mechanisms and Pyros

Solar Arrays

Battery

Power Supply Electronics

Power Distributio and Pyro Control
Passive Thermal Control

Launch Adapter Ring

Scout Launch Vehicle

Spacecraft Structure

1
AF
2
2
4

2

2

2 2 4 Small Explorer Data 4
4 4 System; Highest

4 = Development Risk

12|36 36 36 12
36 [ 36 36, 12
36 36 [ 36 12 12|12
36 36 36 J12 1212 12 12
12
12
12
Higher TRFs 12
assignedtonew 12 4 4
technology

components

NNN N O

IS

IS

IS
ENINEN] FNE SN S ORI

12 4
2 2 4121212122 2 2 2 4 2 2 4|2 2 4
2 2266662 2222222222

IS

NNNRNRNNRNNNRNNNO OO NNN

N}

NANNRNRNNNNNNRNNNNOD OO NNN N

2 2 2 2 66 66 2 22 222222222242

§N<x§<c4mmonozgr%_410-ﬂmoom)>

Data System risk has greatest effect
ac| on science acquisition 4 4

AD 4 4 4
AE \@2222

Operations Phases
Launch and Deployment
Attitude Control

Science Acquisition
Data Downlink

Command Uplink

~
»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\»—\><wwww>4»—\»—\»—\»—\»—\a

NN
NN
B

Figure3.1.1.2-2 SAMPEX Technology Risk DSM
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compoents are utilized together at an interface with high interdependence generates high valuesin the
DSM. Asseenin Figure 3.1.1.2-2, the large values in the technology risk DSM provide a visual
representation that new technology is being used in an important interface in the spacecraft.

The technology risk DSM also highlights that the moderate risk of the SEDS components results
in amoderate risk impact to science operations. The remainder of the components utilized on SAMPEX
had flight heritage and thus the remainder of the technology risk DSM does not identify any other risk

1 hOt S)Ots.”

3.1.1.3 SAMPEX Lessons L earned Applicableto DSM Analysis

Asthefirst in a series of missionsin the SMEX Program, SAMPEX had to address its own
project needs as well as those affecting later missions. Figueroa and Col6n (1996) highlighted some of
the approaches the SAMPEX Project took to be cost-effective and to lay groundwork necessary for future
missonsin the SMEX Program.

As an ongoing series of missions, the SMEX program was set up with both dedicated project
organizations and shared project functions. The dedicated project functions included development of
specific spacecraft subsystems, while shared functions included those associated with operations
management, flight assurance, general project and institutional support, systems engineering and
software. Figure 3.1.1.3-1 shows the magjor functions managed at both the Project and Program level.

The interface DSM shows the subsystems have little overlap, thus the subsystems lended
themsalves to somewhat independent development. In general the subsystem functions identified in

Figure 3.1.1.3-1 are consistent with the clusters in the DSM and the SAMPEX praject was successful in

-36 -



developing and operating the spacecraft with this organization. Figueroa and Colén noted that the
“concurrent engineering and the parallel development of components worked well.” **

Theinterface DSM also shows a fair amount of integration work required with respect to power,
thermal, and structures.  In addition to specific organizational leads for these functions, a systems
engineer was responsible for integration. Since the integration functions and associated i ssues would
have commonality to other SMEX missions, the systems engineering function was shared across SMEX’s
multiple projects.

The major observation from the technology risk DSM was the collection of high-risk values
associated with the SEDS components. The SEDS design was intended to provide a backbone for future

SMEX spacecraft, o its flight on SAMPEX was serving as a risk mitigation strategy to validate the

SAMPEX
Mission Manager
Prmc.lpal Mission Scientist
Investigator
Systems Flight Assurance
Instrument R
Engineer Manager
Manager
Software Systems Configuration
. Management &
Engineer Bk
Library
Mission Ops
Manager
| | | | | |
Structures & Electrical System Attitude Con trol Thermal Integration Flight
Mechanisms Y System System & Test Operations
1
| | | |
Power Power Distrib Transponder Integration & Test Verification
System & Con trol P Ground Sup. Equip
1 1 1
Command &
Harness Data Handling Antenna

Figure 3.1.1.3-1 SAMPEX Project and SMEX Program Responsibilities

4 Figueroa and Col6n (1996), p. 408.
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SEDS design. An operational SEDS would enable future SMEX missions to be developed and integrated
quickly and inexpensively. The SEDS use of standard data bus interfaces enabled the project team to use
low-cost commercial equipment in a bench-top configuration to perform early devel opment testing. The
use of standard interfaces and protocol s also meant the project was able to benefit from technology
development of others and reduce development overhead. The SAMPEX project mitigated risk
associated with the SEDS, the power system and attitude control electronics by utilizing an engineering
test bed for an extensive verification of hardware and software.

In general, Figueroa and Col6n also noted the importance of early project planning. Each mission
in the SMEX Program was to take |ess than three years from the start of detailed design to launch. After a
three-month definition phase, SAMPEX was able to design, develop and launch a unique spacecraft
within 35 months. Obviously SAMPEX met the schedule goals, however the authors felt the detailed
planning, end-to-end systems evaluation, and cost and risk assessment would have benefited from a
longer definition period.

Although the interface and technology risk DSMs are fairly ssimple for a small spacecraft such as
SAMPEX, they can provide a quick visualization of the degree of component independence or integrality

and provide insight into the impact of choices made with respect to a component’ s technical maturity.

3.1.2 Case?2: Clementine

3.1.21 Clementine Mission and Spacecr aft Description

The Clementine spacecraft and mission has been described in detail by Regeon, Chapman and
Baugh (1995) and Horan and Berkowitz (1996). The Clementine spacecraft was launched on January 25,

1994 as technol ogy demonstration mission with secondary objectives to study the surface of the Moon
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and to flyby an asteroid. ™ Developed by the Department of Defense (DoD) Ballistic Missile Defense
Organization (BMDO), Clementin€ s primary objective was to evaluate the performance of lightweight
components and sensors devel oped for the Strategic Defense Initiative Organization. Using the Moon

and the asteroid astargets for the spacecraft, a secondary objective of the Mission was to provide data on
these bodies to the scientific community. Clementine spent ten weeks taking images of the lunar surface,
and one of its major discoveries was the detection of possible ice deposits near the lunar south pole. On
May 4, 1994 Clementine | eft lunar orbit to fly by the asteroid 1620 Geographos. Shortly after leaving
lunar orbit, the spacecraft was lost when its propellant was depl eted due to a software error. During the
shortened mission, Clementine achieved its primary objective by gathering performance data on the of the
technol ogy demonstration components.

The Clementine spacecraft, seen in itsflight configuration in Figure 3.1.2.1-1, had a mass of 463

Figure 3.1.2.1-1 Clementine Spacecraft

'3 Horan and Berkowitz (1996) noted two potential origins for the name of the spacecraft. “Some say
that Clementine was an obvious name for the mission because, after the flyby of Giacobini-Zinner (asteroid),
the spacecraft would be ‘lost and gone forever,” as described by the well-known folk song. Others say that
Clementine was an informal, uncfficial, randomly-selected code word.” Horan, Donald M. and Berkowitz,
Bruce D., “Clementine,” in Reducing Space Mission Cost, edited by Wertz, James R. and Larson, Wiley J.,
Space Technology Library, Microcosm Press, Torrance, CA, 1996, pp. 427-447.p. 430.
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kg fully fuelled. The spacecraft was powered with two solar arrays capable of being gimbaled about a
sngleaxis. A lightweight nickel-metal-hydride battery provided for energy storage and a power
distribution and control subsystem supplied power to the spacecraft subsystems. The attitude control
subsystem utilized star cameras and inertial measurement units (IMUs) to sense spacecraft position.
Reaction whedls provided for fine attitude control while monopropellant thrusters were used for large
pointing maneuvers. The propulsion subsystem consisted of solid rocket motors for the large trans-lunar
transfer injection (TTI) and bi-propellant thrusters for smaller velocity corrections. A command,
telemetry, and data handling (CT&DH) subsystem processed uplink commands and downlink telemetry
data, handled command and data handling of the instruments, and performed attitude data processing and
spacecraft control. Communications with the ground utilized either alow-gain omni-directional antennae
or ahigh-gain fixed-body parabolic antenna. The spacecraft maintained thermal control with

thermostatically-controlled heaters, passive insulation and heat pipes.

3.1.2.2 Clementine DSM Analysis Results

Utilizing a system block diagram and spacecraft technical data from Regeon et a. (1995), an
interface DSM for the Clementine mission was generated and can be seen in Figure 3.1.2.2-1. The DSM
shows that the individual subsystems do not have a noticeable amount of interdependence, however there
are afair number of distributed systems requiring integration.

The flight heritage of the Clementine spacecraft components was described in the Committee on
Panetary and Lunar Exploration’s (1997) article documenting lessons learned from the Clementine
project. Theflight heritage information was utilized to assign TRFs to the spacecraft components,
resulting in the technology risk DSM in Figure 3.1.2.2-2. The TRF column in this matrix shows higher

risk values for the star tracker, IMUs, the battery, release mechanisms, sensors and processor components.
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A high concentration of high-risk values can also be seen in the interfaces with the flight
software. The software used on Clementine was the first spaceflight use of the Naval Research
Laboratory's (NRL) Spacecraft Command Language software. As atechnology demonstration mission, a
goal of Clementine was to demonstrate the software's capability. In the lessons learned report, the project
team noted that the 22-month devel opment schedule for Clementine left insufficient time to “develop and
fully test the flight software, to carry out enough end-to-end testing of the spacecraft and
telecommunications links, and to recruit and train the full operationsteam.” ** This presentation of the
technology risk matrix highlights an area identified by the project team as high risk. The insufficient

software testing phase was inadequate to mitigate the risk associated with this part of the project, and this
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16 Committee on Planetary and Lunar Exploration (COMPLEX) Space Studies Board Commission on
Physical Sciences, Mathematics, and Applications, National Research Council, “Lessons Learned from the
Clementine Mission,” 1997, Chapter 3.
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deficiency “ may well have contributed to the ultimate demise of Clementine after the lunar portion of the
mission had been completed.” '

The band of interface dependencies associated with the distributed systems in both DSMs
indicates ardatively high degree of integration tasks that would be required for the Clementine
architecture. Clementin€ s management approach for the project was to utilize a small team which was

given complete responsibility and authority from design and construction though launch and operation.
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3.2 Discovery Program

NASA's Discovery Program was set up in 1994 to provide the science community an opportunity
to identify and implement smaller, faster programs to answer basic questions related to cosmic origin,
evolution and destiny. Prior to Discovery, NASA’s programmeatic approach to planetary exploration was
to identify specific mission objectives and then invite spacecraft manufacturers and the science
community to bid on proposals to satisfy those objectives. In contrast, the Discovery Program solicited
proposals for an entire mission — including the spacecraft and science objectives. “ Rather than NASA
determining what missions should be done, then inviting the science community to participate... we could
instead solicit missions from the science community —who would propose to develop and operate whole
missions themselves in consort with industry.” ** The goal of the program was to launch many smaller
and faster missions to do focused science. The target cost for each of these missions was less than $299
million. *®

As of late 2001 eight missions have been selected for the Discovery program, five of which have
been launched. The missions and a brief description of their primary objectives can be found in
Table 3.2-1. Thefirst two Discovery Missions, NEAR and Mars Pathfinder, were selected as case studies
because of extensive information available related to the spacecraft architecture, the project

organizational approach and the selection of technology used.

18 Huntress, Wesley T. Jr., “ The Discovery Program,” Acta Astronautica, Vol. 45, Nos. 4-9, pp. 207-
213, 1999, p. 210.
19 http://discovery.jpl.nasa.gov/overview.html
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Table 3.2-1 — Discovery Program Missions

Geochemistry and Ranging
(MESSENGER)

Mission Launch Date Primary Objective

Near Earth Asteroid Rendezvous 17 February 1996 Asteroid 433 Eros Orbiter

(NEAR)

Mars Pathfinder 4 December 1996 Mars surface lander and
rover

Lunar Prospector 7 January 1998 Lunar orbiter

Stardust 7 February 1999 Comet P/Wild 2 coma
samplereturn

Genesis 8 August 2001 Solar wind sample return
mission

Comet Nucleus Tour (CONTOUR) July 2002* Mission to fly by three
comet nuclel

Deep Impact January 2004* Mission to Comet
Tempd 1

Mercury Surface, Space Environment, | March 2004* Mission to orbit Mercury

*Panned launch date at time of writing

3.21 Case3: MarsPathfinder

3.2.1.1 MarsPathfinder Mission and Spacecr aft Description

Mars Pathfinder served as both a technology demonstration mission and a science mission. The
technol ogy mission objectives were to demonstrate “a simple, reliable, and low cost system for placing
science payloads on the surface of Mars,” and to demonstrate the mobility and usefulness of a microrover

on the surface. The science objectives were to study the Martian atmosphere, the el emental composition

of rocks and soil, investigate surface geology and to acquire surface meteorological data. (Muirhead

1996)

The Pathfinder achieved these objectives through a dramatic mission profile. The spacecraft was

launched on a Ddltall launch vehicle on December 4, 1996 on a seven-month cruise to Marsvia adirect

tragjectory into the Martian atmosphere. The flight system consisted of three major eements—a cruise

stage, the entry vehicle, and the lander.




On July 4, 1997, shortly before entering the Martian atmosphere, the cruise stage was jettisoned
and the entry, descent and landing (EDL) sequence began. The EDL sequenceis depicted in Figure
3.2.1.1-1.® The aeroshell, including heatshield and backshell, provided protection for the spacecraft
during atmospheric entry. At about 9 km above the surface, the parachute (attached to the backshell) was
deployed. Shortly after the parachute was deployed, the heatshield was jettisoned, the lander’s
attachment to the backshell was extended via a bridle, and landing radar was activated. At lessthan one-
half kilometer above the surface, airbags surrounding the lander were inflated and solid rockets were fired
to slow descent. About 15 meters above the surface, the bridle was cut dropping the airbag-cushioned
lander to the surface. Once on the ground, the airbags were deflated and landing petals were deployed in
a sequence to right the lander on the surface. The configuration of the lander on the surface is shown in
Figure3.2.1.1-2. %

A detailed description of the Pathfinder flight systems, including a system block diagram, can be
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Figure 3.2.1.1-1 Mars Pathfinder Entry, Descent and Landing Sequence

% Figure from http:/mars.jpl.nasa.gov/MPF/.

2 Figure from: http:/mars.jpl.nasa.qov/MPF/.
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Figure 3.2.1.1-2 Mars Pathfinder Lander Configuration

found in Muirhead (1996). The flight system was made up of six major subsystems: Attitude and
Information Management (AIM), Power and Pyrotechnic Switching (PPS), Telecommunications,
Propulsion, EDL, and Mechanical Integration Hardware. Some of the major features of these subsystems
are described below.
The AIM combined the functions of attitude and articulation control and command and data handling
into a single subsystem. Magjor flight systems connected to the central computer via an eectronic
chassis (VME backplane) and 1553 data bus. The lander and cruise vehicles had separate engineering
processors for analog and digital measurement acquisition and multiplexing.
The PPS took power from the solar arrays on the cruise stage or lander and supplied regulated voltage
viathe power bus. The pyrotechnic switching e ectronics use relays which were commanded from
AIM.
The Telecommuni cations subsystem consisted of the eectronics and antennae. Separate low gain and
medium gain antennae were used for cruise, EDL, and surface communications. A high gain antenna

operated only on the surface of Mars.
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The Propulsion subsystem utilized mono-propdlant hydrazine and eight small thrusters.

The EDL subsystem, utilized in the EDL operations described earlier, consisted of the aeroshell,
parachute, solid rocket assisted decel erator, bridle, radar atimeter, and airbags.

The Mechanical Integration Hardware consisted of the cruise and lander mechanical structures as
well as other hardware such as the actuatorsto drive the lander petals.

Science instrumentation included the Sojourner Rover and its ultra high frequency (UHF)
communication link, an imager and the Atmaospheric Structure Instrument (ASl). The Rover carried
an imager and an Alpha Proton X-ray Spectrometer (APXS). The APXS had capability to determine
elemental chemistry of surface materials. The ASI had temperature, pressure and wind sensors and

provided atmaospheric data during descent and obtained meteorol ogy data during landed operations.

3.2.1.2 MarsPathfinder DSM Analysis Results

An unclustered component DSM (Figure 3.2.1.2-1) was created for the Pathfinder using the six
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major flight systems of Pathfinder described by Muirhead (1996). The matrix shows that the six
subsystems selected have captured a majority of the interface dependencies. However afew interfaces
related to the backshell pyrotechnic switching and power distribution are not included in a cluster. The
matrix also shows the distributed systems and integration hardware interface with a majority of the
components.

Theinitial Pathfinder interface DSM was clustered via the process described in Section 2.2.3.
The clustered interface DSM for the Mars Pathfinder can be found in Figure 3.2.1.2-2. The matrix shows
anatural grouping of components with highly dependent interfaces. These clusters represent spacecraft

subsystems such as propulsion, telecommunications and the EDL subsystem. Thereissome overlap in
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subsystem elements. For instance, the EDL overlaps the cruise vehicle primarily because the aeroshel |
serves as a structural for both elements. The power distribution system shows overlap with the entry
vehicle and cruise vehicle systems. Also, the propulsion system shows some overlap with the attitude
control systemsin the cruise avionics, since these e ements are essential for directing the spacecraft on a
proper trgjectory. There are also several distributed systems that interface with alarge number of the
components in the spacecraft. In general, the component portions of the matrix identify afair number of
specific clusters that must be integrated for successful operations.

The operations portion of the interface matrix can be used to identify some of the essential
elements required for specific operations. For example, in the Entry, Descent and Landing operations
phase, all of the components required for successful landing — aeroshell, parachute, radar, solid rocket
assist motor, and airbags — are identified with avalue of “4” indicating those components are essential for
the operation. In the surface operations phase, the battery and lander high gain antenna were identified as
essential components for this operations phase.

The technology risk DSM can be found in Figure 3.2.1.2-3. The matrix can be used to highlight
areas of development and operational risk. One of the major objectives of the Pathfinder mission was to
demonstrate new technologies that could help reduce the cost of delivering science instrumentsto Mars,
thus along the TRF column, several components are identified with moderate level s of technology risk.
These components included a radiation-hardened computer based on a commercial IBM compuiter,
utilization of distributed processors linked together with a data bus, and components that supported the
strategy for entry, descent and landing. Based on the detailed component information provided
(Muirhead 1996, Muirhead 1997), TRFs were assigned using the criteria established in Table 2.2.2-1.

The resulting technology risk DSM identifies several clusters of technology risk areas. Not
surprisingly, the EDL subsystem shows up as an area of high technology risk. The high values result
from a set of interfaces identified with relatively high dependence between components with high
technology risk. Theinterfaces associated with the central computer, distributed processors and data bus
also had high technology risk values.
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Figure 3.2.1.2-3 Technology Risk DSM for Mars Pathfinder

With respect to operations, there are three sets of components with high risk values that have
potential to affect operations. As might be expected, with the technically immature EDL components,
their risk values were the highest in the matrix in the entry, descent and landing operations phase. There
were five other components that showed the same moderate risk values for al phases of operations.
These components were the flight computer, data bus, and processor boards which were needed to

support command, monitor and control during all operations phases.

3.2.1.3 MarsPathfinderL essons L earned Applicableto DSM Analysis

The great success of the Mars Pathfinder to achieve the technical goals and to perform them
“faster, better and cheaper” than previous NASA projects created a great demand for understanding how

the project accomplished these goals. Muirhead (1996, 1997), Muirhead and Price (1998) and Spear
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(1999) included lessons they learned during the development, testing and operations of Pathfinder, and

those insights that relate somewhat to the interface and technology risk DSM will be discussed.

Depth of Technical Knowledge

The Pathfinder management felt project and subsystem managers “in-depth technical
understanding and knowledge of programmatic resources and design margins at all levels allowed for
rapid decision making, saving time and money.” #? The interface DSM analysis described in this work
provided visibility to highly interdependent interfaces in the Pathfinder project. In future projects, the
interface DSM could be used to help project personnel identify key areas where detailed technical
knowledge may be necessary for management of the project or a particular subsystem.

The team carefully flowed down requirements from mission to system to subsystem, and
thoroughly documented compliance through analysis, smulation, and test. “ We never finished
verification and checking, always striving towards a degper understanding of System performancein the
expected environment.” # The devel opers became spacecraft operators and the in-depth knowledge they
gained about the subsystems was key to the Pathfinder success. The success of the devel oper-operator
strategy used in Mars Pathfinder identified a gap in the proposed DSM analysis framework. In their
current form, the DSMs do not identify or quantify the dependency for knowledge about subsystems and
components which would be required to operate them during critical operations phases. A third DSM,
established to identify the degree of element knowledge required for an operational phase, could help to
identify potential issues and risks during operational phases when the hardware responsibility shifts from

developer to operator.

2 Muirhead, Brian K., “ Mars Pathfinder Flight System Design and Implementation,” 1996 |EEE
Aerospace Applications Conference Proceedings, Val. 2, pp. 159 -171, 1996, p. 168.

% Spear, Anthony J., “ Mars Pathfinder’ s Lessons Learned from the Mars Pathfinder Project Manager’s
Perspective and the Future Road,” Acta Astronautica, Val. 45, Nos. 4-9, pp. 235-247, 1999, p. 239.
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Organization

The interface and technology risk DSMs identified a large number of component-to-component
and component-to-operation interfaces which highlighted the depth of information exchange required for
the project. The Pathfinder team inherently understood this requirement for information exchangein the
project and used co-location to mitigate the problems associated with dealing with alarge number of
highly dependent interfaces and to insure efficient communication. “ A flat organization structure and the
co-location of management, systems, AIM, ground data system and mission operations have led to
excellent communication and rapid problem resolution.” #* The Pathfinder team’s strategy for

organization was aligned with the project requirements for information flow.

Risk Identification and Mitigation

“Risk Management is essential. Never stop doing risk management.” % The Pathfinder program
performed an early investigation on the nature and potential for development risk for each subsystem.
These investigations were used to establish a plan with sufficient cost reserves and to balance the risk
among all project elements. The mission risk was also assessed by breaking the mission phases into more
detailed e ements, creating an overall understanding to balance risk across all mission phases. “To no
one ssurprise, the EDL phase emerged as the biggest Mission risk, with the airbags as the most risky
EDL element.” # These observations are consistent with the patterns of high-risk numbersin the
technology risk DSM. The project team utilized other methods to identify their risk areas and when
identified, cost and schedul e reserves were all ocated.

The Pathfinder project seemed to have a good early understanding of the critical interfaces of the

spacecraft and the team gave early focus to the Interface Control Documents (ICDs). However, Muirhead

24 Muirhead (1996), p. 168.
% Spear (1999), p. 240.
% Spear (1999), p. 241.
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noted the early attention to interfaces ill did not mitigate devel opment problems. In arapid
development project, “anear constant cycle of progress-problem resol ution-progress cuts across many
subsystems in a highly integrated design like Pathfinder’s.” ?’ Further analysis could compare the
relationship between the areas of high rework in Pathfinder to clusters of high risk in the technology risk
DSM. It would be interesting to determine if the technology risk DSM could provide some insight asto
where high rework potential exists.

Pathfinder recognized the simple, rapid development approach of the project had technical risk
and employed a strategy for early integrated testing. They insured that a sufficient amount of hardware
was available for test and the schedule was driven to permit early integrated testing. The spacecraft began
assembly, test and launch operations (ALTO) testing 18 months prior to launch. Six major system tests
were performed, each successive test with higher degrees of fidelity in hardware and software
representing various spacecraft operating phases. The early integrated testing was valuable in helping to
refine changes in flight software. The EDL component tests, which could not betested in the ALTO
configuration, underwent a parallel qualification test program.

Muirhead also noted that the program held reserves for “unpredictable risk.” They found mass
growth to be a problem due to “unknowns in the EDL development, particularly the airbags.” ® The
initial budget reserve of 40% and schedul e reserve of 20 weeks permitted the project team to address the
unexpected activities associated with this subsystem. The extremdy high technology risk valuesin the
EDL area corrdated to an area in the Pathfinder program where budget and schedul e reserves were used.
The technology risk DSM has potential to identify an area where unpredicted activities would be required

and could be used to justify budget and schedule reserves.

2" Muirhead (1996), p. 169.
% Muirhead (1996), p. 170.
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3.2.2 Case4: Near Earth Asteroid Rendezvous

3.2.21 NEAR Mission and Spacecr aft Description

The NEAR science mission was thefirst launch in NASA’s Discovery Program. NEAR was
launched in February 1996 to provide the first “ comprehensive picture of the physical geology,
composition, and geophysics of an asteroid.” ® NEAR’s mission extended over four years and included
aflyby of Comet Mathilde, an initia flyby of Comet Eros, afinal rendezvous with Eros which included a
detailed study of the asteroid for over ayear. All of NEAR's objectives were achieved with great success.

Figure 3.2.2.1-1 * provides an overview of the NEAR mission.

Near Earth Asteroid Rendezvous - Journey to Eros

Fly by Earth at
335 miles altitude
& 28,497 h A 5
’ Tp ' Deep Space
1/23/98
\ L T Maneuver 1

Launch — . e TI397
2117196 . S \ -‘3

Fly by Astersid
Mathilde at 753 miles
& 22,216 mph
D&EP Sp.‘:l(‘.'& B6/27/97 i
Maneuwver 2 '
1/3/99
T~

Fly by Astercid Eros at — !
. 2,378 miles & 2,158 mph
Earth Orbit 12/23/98 7

/ >
Eros Arrival .
21400

(433) Eros Orbit

$9-0354-02

Figure 3.2.2.1-1 NEAR Mission Overview

2 Johns Hopkins University Applied Physics Laboratory, “ Near Earth Asteroid Rendezvous — A Guide
to the Mission, the Spacecraft, and the People,” http://near.jhuapl.edu, December 1999.
% Figure from http://near.jhuapl.edu.




Following the accomplishment of its primary mission to map Eros, abold plan to land the
spacecraft on the surface of Eros was implemented. Although not designed for this task, NEAR touched
down gently on the surface, taking 69 close-up pictures of the asteroid until its landing. **

The NEAR Spacecraft has been described in detail by Santo, Lee and Cheng (1996). The NEAR
mission trajectory was selected such that the Sun-spacecraft-Earth angle was aways |ess than 40 degrees
except after the first month of launch and during the two months following earth flyby. Using this
mission profile, the spacecraft designers were able to reduce the spacecraft complexity by using a fixed
high gain antenna, fixed solar pands, and fixed science instruments. The mission design provided enough
on-board propellant to orient the entire spacecraft to meet instrument observation, solar power generation
and communication reguirements.

The spacecraft was designed with two independent structures: the propulsion system and the
spacecraft. Thisdesign approach permitted a clean interface definition and allowed for independent
design and test capability for the two major dements. This architecture created a weight penalty in
exchange for a clean and smple interface. Johns Hopkins University's (JHU’s) Applied Physics
Laboratory (APL) designed and fabricated the spacecraft, while Aergjet built the propulsion system.

Figure 3.2.2.1-2 shows the NEAR spacecraft in its flight configuration. # Four solar pandls were
deployed after launch. A parabolic antenna was located on the forward deck and the science instruments
were mounted to the aft deck. The propulsion system was mounted between the two decks with a 100-1b
(450 N) thruster located along the center of massin an orientation that permitted solar pandsto face the
sun during all large maneuvers. Eight side panels provided structural support between the forward and aft
decks. On the aft deck, the science instruments were located around a structural spacecraft adapter, which

also provided a physical interface to the Delta launch booster.

3 http://www.jhuapl .edu/public/pr/010214.htm
%2 Figure from http://near.jhuapl.edu.
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Figure 3.2.2.1-2 NEAR Spacecraft Flight Configuration
The spacecraft was designed with a distributed architecture where subsystems do not share

common hardware. The major subsystems included guidance and control (G& C), telecommunications,
command and data handling (C&DH), propulsion, power and science instrumentation. Seven processors
were distributed among the C&DH, G&C, and science instruments and were interfaced together utilizing
a standard 1553 data bus. Some of the major features of the spacecraft subsystems are highlighted bel ow.

G& C contained all the sensors and actuators necessary for attitude control. The attitude sensors

included sun sensors, star tracker, and IMU. The actuators included the reaction whedls and

propulsion subsystem thrusters.

Telecommuni cations coverage was provided through a 1.5 m high gain dish antenna as well as two

low gain antennae.

C&DH consisted of redundant processors, solid-state recorders, power switching and an interface to

the 1553 data bus.

The propulsion system consisted of tanks, one large bi-propelant thruster and 11 smaller

monopropel lant thrusters.

The power system, with solar arrays, battery, and control electronics, was designed to meet spacecraft

needs at both warm operating conditions and at the farthest distance to the sun. Power to spacecraft

equipment was supplied through a regulated power bus.
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The science instruments on the spacecraft included a visible-light imager, an x-ray/gamma-ray

spectrometer and a laser rangefinder.

3222 NEARDSM Analysis Results

Theinterface DSM, shown in Figure 4.2.1.2-1, represents the seven subsystem groupings
described above. There are few interfaces which fall outside these major groupings such as those
associated with the power switching units and the 1553 data bus. Theseitems are somewhat part of a
smaller distributed system so these marks external to the major subsystems are not surprising. Santos,
Lee and Gold (undated) noted that the distributed architecture of the spacecraft was intentional to permit
parallel subsystem development, test and integration. The independence of the subsystems can be
exhibited by the lack of overlap and it would seem the interface DSM accurately represents the intended
project strategy.

The NEAR spacecraft selected hardware with flight heritage during the design of the spacecraft.

| AlBJcIpJE[F[GIHI I [ITK[LIM[N[OoTPTQIRI ST TIulVvIWIX] Y[ z[AA[AB[AC[AD] AE[ AF[AG]AH] AITAI]AK[ AL]AM[AN[AOT AP]AQ[ AR[ AS] AT
Launch Vehicle| A 4 2 . 4
Spececratt Structure] 5 | 4 [ 2| Vehicle 2222222222222 22 222222222[2222
Propulsion Structure| c |2 4 2 2 2 4 4 4
Helium Pressurization Tanks| D 2 4 4 f 4 1
Hydrazine Tanks| 2 4 4 4 4 Propulsmn 4 1
NTO Tanks| F 2 4 4 4 4 2 1
LVA Thrusters| 6 4 4 4 1 4 4 4 2 1 2
Small Monopropellant Thrusters] H 4 4 1 4 4 4 2 1 2 2
Large Monopropellant Thrusters| | 4 4 1 4 4 4 21 2 2
Reaction Wheels| J 2 4 4 4 21 2 2
Inertial Measurement Unit| k 2 4 R 4 4 21
SunSensors| L 2 4 Guidance & 4 4 2 1
2 4 4| Control 44422
2 4 4 4 4 21
2 4 4 4 4 2 2
2 11 1|4 4 4 4 4 4 2 4 4 4 21
2 4 4 4 4 4 4 2 1
2 4 4 4 4 4 4 21
2 Telecommunications 4 4 444 21
2 4 4 4 4 4 21
2 4 4 4 4 21 2
2 4 4 4 2 4 4 4 2 2 2.2 2
2 4 4 4 21 2.2 2
X 2 4 4| | 4 2 1 22 2
Deep Space Network| v | 4 4|_ 4 1 2 2 2
Ground Command and Controll z | |4 1 2 2 2
Laser Rangefinder| AA | 2 2 4 4 2 2 2
Magnetometer w/ Data Processor| AB | 2 Science 2 4 4 2 2 2
Near Infrared Spectrometer w/ DP| AC 2 2 4 4 2 2 2
Multispectral Imaging System w/DP| AD | 2 Instruments 2 4 4 2 2 2
X-ray/Gamma Ray Spectrometer w/ DP| AE 2 2 4 4 2 2 2
C& DH 1553 Data Bus| AF 2 2 2 2 2 2 2 2 4 2 2.2 2
2 4 4 21 2.2 2
2 Distributed Systems Power [45541 4421 222
2 4 4 4 4 4 4 4 4 4 4 4 4 2 2
2 4 4 4 4 4 4 4 4 4 4 4 4 4 44 4 4 4 4 4 4 4 4 4 4 4 4 4 4 2 1 2 2 2
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 2 1
Passive Thermal Controll Am | 2 2222222222222222222 22222 222222 1
Software| AN 11111 1111212111111 2 1111222223211 12111 2 2 2
A0
Operations Phases| aAp
Launch|AQ| 4
Transit| AR 2222 22222 22 2 2 2
Rendezvous| As 222 22222 2.2 2 2 2
Science Operations| AT 2 2 22 2222222222 2 2

Figure3.2.2.2-1 NEAR Interface DSM
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Thus, in the technology risk DSM, shown in Figure 3.2.2.2-2, the components were all assigned low
TRFs. In general, the technology risk DSM shows relatively low risk numbers throughout all of the

spacecraft interfaces. The technology risk appears to be balanced across the entire spacecraft design.

[ TRAa[afafaafalalalafalalalala]aalaa]aTalalaalaalaa]aalaa]ala]aTa]a]a]aa]aTa]aTa] a2
| TRE A|lBlCID|E|F[G[H|T|I[K[L[M|N|O[P[Q|R|S|T[uU|V|W|X]|Y]|Z]|AA|ABJAC|AD|AE|AF|AG|AH| AlJ AT|AK| AL|AM]| AN|AO| AP|AQ| AR| AS| AT
Launch Vehicle| 1 | A 4 2 i 4
| 1184 4 Vehicle 222222222222222 2222222222222
Propulsion | 1]cl2 4 222 4 4 4
Helium Pressurization Tanks| 1 | D 24 4 Propulsion 4 1
Hydrazine Tanks| 1 | E 2 4 4 4 4 4 1
NTOTanks| 1 | F 2 4 4 4 4 2 1
LVAThrusters| 1 | G 4 4 4 1 4 4 4 2 1 2
Small Monopropellant Thrusters| 1 | H 4 4 1 4 4 4 2 1 2 2
Large Monopropellant Thrusters| 1 | | 4 4 1 4 4 4 2 1 2 2
Reaction Wheels| 1 | J 2 4 4 4 2 1 2 2
Inertial Measurement Unit| 1 | K 2 4| Guidance & 4 4 2 1
Sun Sensors| 1 | L 2 4 4 4 2 1
FlightComputers| 1 [ m| 2 4 4| Control 44422
StarTracker| 1 | N 2 4 4 4 4 2 1
GN&C 1553 DataBus| 1 | O 2 4 4 4 4 2 2
Attitude Interface Unit| 1 | P 2 1 1 1|4 4 4 4 4 4 2 4 4 4 2 1
Trar [1T0o 2 4.4 4 44421
Telecommunications Electronics| 1 | R 2 4 4 4 4 4 4 2 1
Commany dDetectorUnits| 1 [ s | 2 Telecommunications 4 4 44421
Telemetry Conditioning Units| 1 | T 2 4 4 4 4 4 2 1
Solid State Recorders| 1 | U 2 4 4 4 4 2 1 2
Command/Telemetry Processors| 1 | V. 2 4 4 4 2 4 4 4 2 2 222
High Gain Antenna| 1 | W 2 4 4 4 21 2.2 2
Medium/Low Gain antennael 1 | x 2 4 4 4 21 2 22
Deep Space Network| 1 | Y 4 4 4 1 2.2 2
Ground Command and Controll 1 | Z 4 1 2.2 2
Laser Rangefinder| 1 | AA 2 i 2 4 4 2 2 2
Magnetometer w/ Data Processor| 1 | AB 2 Science 2 4 4 2 2 2
Ngar Infrared Sg.eclromeler w/DP| 1 |AC 2 Instruments 2 4 4 2 2 2
Multispectral Imaging System w/ DP| 1 | AD 2 2 4 4 2 2 2
X-ray/Gamma Ray Spectrometer w/ DP| 1 | AE 2 2 4 4 2 2 2
C&DH 1553 Data Bus| 1 | AF 2 2 2 2 22 2 2 4 2 2.2 2
Solar Arravl 1 |AG 2 4 4 4 21 2.2 2
Battery] 1 | AH 2 . . 4 4 4 4 2 1 2.2 2
Power Conditioning]_1 [ a1] 2 Distributed Systems Power 1,7, 4421
Power Switching Units| 1 | AJ 2 4 4 4 4 4 4 4 4 4 4 4 4 2 2
Power Bus| 1 | AK 2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 44 4 4 4 4 4 4 4 4 4 4 2 1 2.2 2
Heaters with Thermostats| 1 | AL 2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 2 1
Passive Thermal Control| 1 | AM 2 222 2222222222222222 22222 222222 1
Software] 1 | AN 1111111 112121111112 111122222211 12111 2 2 2
1 A0
Operations Phases| 1 | AP
Launch| 1 |AQ| 4
Transit] 1 | AR 2222 22222 222 2 2
Rer ous| 1 | AS 222 22222 222 2 2
Science Operations| 1 | AT 2 2 222222222222 2 2

Fiaure 3.2.2.2-2 NEAR Technoloay Risk DSM

3.2.2.3 NEAR LessonsLearned Applicabletothe DSM Analysis

Kleiner and Newcomb (1997) devel oped a case study of the NEAR project shortly after its
launch. Thereport provided insights from the project managers on implementation practices that worked
to meet NEAR's challenging schedule. Missing the February 1996 launch would have meant waiting a
year to investigate a much less desirable asteroid, thus there was a strong schedule incentive for the team.

To meet the schedule congtraint, APL planned to perform paralle subsystem devel opment and to use
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flight-proven hardware. The paralld development required highly decoupled development activities and
the interface DSM shows a pattern of independent subsystems. The project put forth a great effort to
maintain the independence. For example, the project made a decision to decouple the propulsion and
spacecraft structures. “This design smplified the analysis and the testing and (the) interface between the
subcontractor and APL.” *

The case study also described APL’s use of a matrix organization to complete the project. APL
had a successful history of running projects in this manner and it was also a successful approach for
NEAR. The subsystem leads came from the organization’s technical discipline skill centers. The
organizational approach appearsto have been well aligned with project architecture. With highly
decoupled subsystems, the interface dependencies across subsystems is minimized and the devel opment
teams would be able to perform a great deal of work within their respective skill centers. All of the work
was not decoupled however, as noted in the large number of distributed system interfaces. The
coordination of these integration activities fell under a systems engineering lead. To further support
integration all major project participants met weekly which provided an opportunity to identify systems
level and integration issues.

The relatively low values in the technology risk matrix are consistent with the project philosophy
to utilize components with flight heritage. * On NEAR, therule was if you could get it off the shelf, this
iswhat would be done.” ** This strategy was important for meeting the target launch date and enabled the
project to get mature hardware delivered quickly. With mature technology, the case study noted that the
project did not hold contingency funding at the project level. This strategy would have been difficult to

employ if not for the mature flight heritage of many of the key components in the system.

% Kleiner, Brian M. and Newcomb, John F., “ NEAR, Rendezvous with Faster, Better, Cheaper NASA
Projects,” Case Study written for NASA Academy of Program and Project Leadership, http://appl.nasa.gov,
1997, p. 18. The authors aso noted that an important element to the success of this strategy was having
adequate design margin to absorb the weight penalty.

* Ibid. p. 10.
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3.2.24 Final Commentson Mars Pathfinder and NEAR

In future projects, the DSM analysis tool could be useful in identifying whether or not the
interface dependencies in the system architecture really support the project management implementation
strategy.  Both NEAR and Pathfinder demonstrated successful completion of highly complex technical
achievements within a very short devel opment time, but the implementation approaches were vastly
different. Inthe NEAR case, the DSM analysis tool demonstrated an ability to clearly identify the
subsystem independence and technical maturity. Decoupled subsystems can support the desire for
parallel development efforts and low technology risk can enable project managers to reduce the levels of
project reserves. In contrast, the Mars Pathfinder case showed a large number of interdependent
subsystems and the objective as a technol ogy demonstration mission meant inherently higher technology
risk. In contrast to NEAR, the Pathfinder team coll ocated key subsystems to enhance systems integration.
Further, the technical immaturity of some of the components selected established the need for project

reserves to handle unplanned, but not entirely unexpected rework activities.
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3.3 Mars Surveyor Program

The Mars Surveyor Program was established in 1993 to build knowledge about Mars through an

ongoing series of small spacecraft missions. The program was designed to take advantage of the

favorable alignment of the two planets which occurs about every 26 months. The first mission of the

program was Mars Global Surveyor, which met the 1996 Mars launch opportunity. In 1995, the Mars

Surveyor ' 98 program was formed to develop the MCO and MPL to meet the late 1998/early 1999 launch

opportunity. These three projects conducted under the Mars Surveyor Program have been included as

case studies for the DSM analysis. Table 4.2-1 provides a brief timeline and status of these three Mars

Surveyor missions.

Table 4.2-1 — Mars Surveyor Projectsincluded in Case Studies

Mission Launch Date MarsArrival Status
Date

Mars Global Surveyor Nov. 7, 1996 Sep. 12, 1997 Achieved primary mission
objectives; Spacecraft still
operating in Mars orbit

Mars Climate Orbiter Dec. 11, 1998 Sep. 23, 1999 Lost during entry into
Martian atmosphere

Mars Polar Lander Jan. 3, 1999 Dec 3, 1999 Lost during entry into
Martian atmosphere

331 Case5: MarsGlobal Surveyor

3.3.1.1 MGSMission and Spacecraft Description

The MGS was designed to recover some of the science objectives from the 1993 loss of the Mars

Observer spacecraft. The spacecraft utilized spare e ectronic assemblies and other parts from the Mars

Observer program. The mission objectives included high resolution imaging of the surface and studies of
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topology, gravity, magnetic fields, atmosphere, weather and climate.® The spacecraft can be seen in its
mapping configuration Figure 3.3.1.1-1. * The MGS science payload used to perform these studies
consisted of the Magnetometer/Electron Reflectometer, Mars Orbit Camera, Mars Orbit Laser Altimeter,
Thermal Emission Spectrometer, a radio science experiment, and a system to assist in relaying

information from future landed vehicles.

High-Gain
Main - Antenna
Engine
\ Solar Array ]
| L
Propulsion L |
Module ™ ,7 |

ru /f’[ Drag Flap
E quipment
Module

. _ oy |

Solar Arra¥  Sejence Payload

Figure3.3.1.1-1 MGS Spacecraft — Orbiter Configuration

The MGS spacecraft was divided into four sub-assemblies known as the equipment module, the
propulsion module, the solar array support structure, and the high gain antenna support structure. The
equipment modul e housed the avionics packages and science instruments. With the exception of the
Magnetometer, all of the science instruments were attached to the nadir equipment deck. The propulsion
modul e contained the propel lant tanks, main engines, and attitude control thrusters and served as the
structural interface to the launch vehicle. Two solar arrays were mounted to the spacecraft and provided
two major functions — electrical power generation and following capture into Mars orbit the arrays were

used as aerobrakes to slowly lower the spacecraft to the mapping orbit. Lockheed Martin Astronautics

% Detailed information about the MGS mission and the spacecraft can be found at
http://mars.jpl.nasa.gov/mgs and from Dallas, S. Sam, “ Mars Global Surveyor Mission,” 1997 |EEE Aerospace
Conference, Showmass at Aspen, CO, Feb. 1-8,1997, pp. 173-179 of Proceedings.

% MGS spacecraft figure from http:mars.jpl.nasa.gov/mgs/
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(LMA) was responsible for the design, build and test of the MGS spacecraft under the management of Jet

Propulsion Laboratory (JPL).

3.312 MGSDSM Analysis Results

The MGS interface DSM can befound in Figure 3.3.1.2-1. The DSM shows major clusters
associated with propulsion, attitude control, telecommunications and science instruments. These major
groupings do not show overlap except for the propulsion and attitude control functions. The operational
portion of the matrix identifies some components critical to particular phases of operations. These critical
components include the propulsion system’s main engine for trajectory correction, science instruments for
the mapping phase, and solar arrays for the aerobraking phase.

The technology risk DSM, found in Figure 3.3.1.2-2, identifies a few components with moderate
technology risk. Dallas (1997) noted that the MGS was the first interplanetary spacecraft to use a solid-

state data recorder instead of atape recorder. The spacecraft’s propulsion system utilized a common
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Figure 3.3.1.2-2 MGS Technology Risk DSM
hydrazine tank for both the bi-propelant main thrusters and monaoprope lant attitude control thrusters.
These components were assigned moderate TRFs based on this information.

The technology risk DSM identifies some clusters with high-risk values and a few operational
risk areas. The propulsion system has moderate risk numbers primarily because of the new application of
the common tank for both the monopropellant and bi-propellant thrusters. Interfaces associated with the
solid-state data recorder also show high values. The power system’ s ratings highlight a bit of a problem
with the smplified nature of the DSM analysis. Since the aerobraking was a new technique in the Mars
atmosphere, the solar arrays were given moderate TRF rating. As a power generation system, the solar
array technology is mature and thus a different view of the power system could be taken based on the
TRF values given to the solar array component.

The main engine and attitude contral thrusters were shown to be critical to the phases to deliver

the spacecraft to Mars orbit. The main engine obvioudy would be essential to trgjectory correction and



the degree of its maturity will impact the risk of the critical propulsion operations. The importance of the

solar array to the aerobraking operations can also be seen in the matrix.

3.3.1.3 MGSLessonsLearned Applicabletothe DSM Analysis

JPL was responsible for the overall MGS mission, with LMA in Denver, Colorado responsible for
design, build and test of the spacecraft. The Mars Surveyor Operations Project was responsible for the
operations of the MGS aswel| as future Mars Surveyor spacecraft. Further study of the detailed
subsystem and integration responsibilities would be of interest to compare to the patterns in both the
interface and technology risk DSMs. In particular, since MGS was successful it would be interesting to
relate what strategies were used to facilitate information exchange between the three organizations with
major MGS responsibilities.

Although the mission was designed to be technically mature utilizing a number of spare parts
from the Mars Observer Program, there were some developmental and operational risk areas as pointed
above in the technology risk DSM. The MGS project had to mitigate these devel opment risks through a

ground test program.
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332 Cases6and 7: Mars Surveyor 1998— M ars Climate Orbiter and Mars Polar Lander

The Mars Surveyor Project '98 was established by NASA’s JPL to define, design, develop, test,
integrate and operate the MCO and MPL. The missions and the MCO and MPL spacecraft are described

bel ow.

3.3.21 MarsSurveyor '98 Mission and Spacecr aft Description

33211 MCO Mission and Spacecraft Description

The MCO was established with two primary objectives. First, MCO was to act as a Martian
westher satellite, conducting science studies for one Martian year (about two Earth years). Two science
instruments, the Pressure Modul ator Infrared Radiometer (PMIRR) and Mars Color Imager (MARCI)
were designed to provide detailed information on the atmospheric composition and climate. Secondly,
MCO was to act as arelay station to transmit signals from the MPL via a UHF relay system.

The MCO spacecraft can be seen in Figure 3.3.2.1.1-1. ¥ Once separated from the Delta 7425

Equipment
Module Instruments

High Gain
Antenna

Solar Array Propulsion

Module

Figure 3.3.2.1.1-1 — MCO Spacecraft Orbiter Configuration

37 Figure from http://mars.jpl.nasa.gov/msp98/orhiter/.
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launch vehicle, the solar arrays and high gain antenna (HGA) deployed. The spacecraft had two primary
structures: the propulsion module and the equipment module. The science instruments and UHF antenna
were attached to the equipment module which would be nadir-facing during mapping operations.

Upon arrival at Mars, the MCO was intended to be propulsively inserted into a highly eliptical
orbit. Once captured, the spacecraft’s orbit would be sowly lowered over two months using the solar
arrays as an aerobrake.

Contact was lost with the MCO during the Mars orbit insertion maneuver on September 23, 1999.
Subsequent investigation by the MCO Mishap Investigation Board (MIB) found the MCO was put into an
orbit too low for spacecraft survival. The MIB found that MCO was placed into the wrong orbit because
information used to calculate trajectory corrections contained datain English units rather than the

expected metric units.

3.3.21.2 MPL Misson and Spacecraft Description

The MPL’s mission was designed to explore the surface of Mars' polar region for near-surface
ice, evidence of cyclic climate change, and to characterize the seasonal cyclesfor water, carbon dioxide,
and dust. The primary science instruments included the Mars Volatiles and Climate Surveyor (MVACS)
instrument and the Light Detection And Ranging (LIDAR) instrument. Thelander also carried the Mars
Descent Imager (MARDI) to take detailed images during the descent and landing. The MPL had a UHF
link for communication with the MCO aswel| as a direct-to-earth link. The MPL also carried two
basketball-sized microprobes for release during entry into the Martian aimosphere. These probes, also

known as Deep Space 2 (DS-2), were designed to withstand high vel ocity impact and penetrate the

% Mars Climate Orbiter Mishap Investigation Board, “ Mars Climate Orbiter Mishap Investigation
Board Phase | Report,” November 10, 1999, p. 13.
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surface. These miniature probes were intended to take atmaospheric data during descent to the surface
and, after impact, to collect and analyze a subsurface soil samples.

The MPL was a three-in-one spacecraft: an interplanetary cruise vehicle, a Martian entry vehicle,
and alander. The major dements of the MPL were a cruise structure, the aeroshell, and the lander. The
cruise stage had its own solar arrays, to generate power during the interplanetary trip to Marsas well as
attitude control sensors and tel ecommunications equipment. The two DS-2 microprobes were physically
attached to the cruise stage. The lander was located in the aeroshell (backshell and heatshield) during
cruise and the early part of entry. Equipment used for both the cruise and landing phase, such as avionics,
were |ocated in athermal enclosure on the lander. Figure 3.3.2.1.2-1 shows the major € ements of the
MPL in both the cruise and lander configuration. *

Cruise Confiquratior Lander Configuratior

Cruise Ring
Backshell

Lander Backshell
Attach Struts

= i Southwest
Lander Structure d 3 s‘m Wing
Lander Thermal i 5| T b /
Enclosure @ L

Lander
Equipment Deck

Thermal
Enclosure Door

Al
Solar ?l??irel

Figure 3.3.2.1.2-1 — Mars Polar Lander: Flight and Landed Configurations

The MPL traveled to Mars on a direct trajectory. The sequence of events for entry, descent and
landing was planned as follows. Once the spacecraft was in the proper orientation and just before entry

into the atmosphere, the cruise stage and DS-2 microprobes were jettisoned. During entry, the lander was

% Figures from: http:/mars.jpl.nasa.gov/msp98/lander/.
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designed to be protected from heating by the aeroshell. About 8 km from the surface the parachute was to
be deployed from the backshell and the heat shield released. At approximately 1.5 km above the Martian
surface the lander was to be released from the parachute and backshell, permitting the lander to continue
to the surface under powered-descent. This sequence of eventsisillustrated in Figure 3.3.2.1.2-2.

On December 3, 1999 contact was lost with the MPL as it was scheduled to enter the Martian
atmosphere. Although the MPL did not transmit telemetry data during this phase of operations, a JPL
Special Review Board (SRB) determined the most probable cause of the MPL was premature shutdown

of the descent engines due to the vulnerability of the software to transient signals.®

ya Cruise Ring Separation
\ Atrnospheric Entry

\ Farachute Deployment

Heatshield Jettisan
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=
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e
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e
e

———
i
— > Touchdown

Figure 3.3.2.1.2-2 - MPL Landing Sequence

“0 Jet Propulsion Laboratory Special Review Board, “Report on the Loss of the Mars Polar Lander and
Deep Space 2 Missions,” JPL-D-18709, March 22, 2000, p. xi.
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3.3.2.2 DSM Analysis Results: Mars Surveyor '98-MCO and M PL

3.3.221 MCO and MPL Interface DSM Analysis

The DSMs highlighting the interface dependencies of the MCO and MPL can be found in Figures
3.3.2.2.1-1 and 3.3.2.2.1-2 respectively.

The MCO interface DSM shows some of the natural groupings based on the strength of the
interface dependence. In this case, these groupings included propulsion, telecommunications, power, and
payload as well asthe distributed systems. The groupings show, that for the assumptions made in the
analysis, that much of the subsystem devel opment work could be done independently. In the upper eft
portion of the matrix the propulsion function shows some overlap between the thrusters and attitude
control functions. The lower portion of matrix exhibits several components that have an interface with
most of the other components on the spacecraft. These entries show that thereis substantial integration

required in categories typical for the spacecraft, namely power distribution, thermal control, structural
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Figure 3.3.2.2.1-1 MCO Interface DSM
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Figure 3.3.2.2.1-2 MPL Interface DSM
interfaces, software development and computer command and control.

The MPL interface DSM shows some distinctive clustering: the cruise vehicle, entry and landing
systems, telecommunications, power and payload. The band of values near the bottom of the matrix
shows the dependencies of the distributed systems interfaces are smilar to the MCO’s. The matrix also
provides vishility into a mgjor distinction of the MPL system architecture. A common propulsion system
isused for trajectory maneuvers, attitude control, and powered descent. Thus, the thrusters can be seen as
part of an overlap between the cruise propulsion functions and the e ements of the remainder of the
vehicle required for entry, descent, and landing.

Note that for both MCO and MPL an “invisible” cluster was drawn to identify the payload
systems. These instruments have no direct interface amongst themselves except for a dependencein
competing for the same system resources. The lack of inter-dependency supports an opportunity for

independent development of each instrument.
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The“ Operational Phases’ section of the MCO and MPL interface DSMs highlight the criticality
of the components for each operational phase. This section of the DSM will be discussed morein the
technology DSM; however the MPL interface DSM can be used to make a few simple observations. By
examining the squares with values to the right of “ Mars Entry” it can be seen there are multiple essential
components (components with a value rating of 4). Basically, the matrix indicates that successful entry is
going to rely heavily on the successful performance of the IMU, the aeroshell, parachute and landing
radar. The microprobes also have a high criticality value during entry since thisis the point where they
separate from the main vehicle to make their journey to the surface. Several elements are seen to be
critical for all phases of operations. As might be expected, components such as the power bus, computer
processor, and software are required at a high level of criticality for all phases of operations. The battery
is shown as essential for lander operations, since the batteries will fail and end landed operations when the

Martian day becomes too short to allow the solar arrays to fully charge the battery.

3.3.22.2 MCO and MPL Technology DSM Analysis

The technology risk DSM provides some insight into the areas of risk concern for both of the
Mars’98 missions. The MCO Technology Risk DSM can be found in Figure 3.3.2.2.2-1. The MCO used
technology and methods similar to the MGS, thus most of the TRFs were low. However, two primary
components with flight heritage were used in a different manner for thefirst timeon MCO. The
propulsion system used a different timing sequence for tank pressurization, and the processor was utilized
asan al-in-one processor. The new application of this hardware for MCO is reflected with TRFs valued
at 2. The TRF DSM shows that there are afew risk hot spots.  For example, the matrix values indicate
that devel opment of the propulsion system could present moderate risk. The operations portion of the
matrix shows that the performance of these components would be of highest concern during the trajectory

correction and aerobraking operations. The high TRF rating on the central processor shows the impact of
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risk across the distributed components. One other area with relatively high-risk scoresis associated with

Figure 3.3.2.2.2-1 MCO Technology Risk DSM

UHF communication between the MCO and the MPL.

The MPL technology risk DSM can be found in Figure 3.3.2.2.2-2. The DSM shows the impact
of the technical immaturity of the thrusters and UHF link in their respective functional subsystems.

Interfaces with the central processor also exhibited higher risk values due to the moderate TRF assigned

toit. The power bus aso had some higher risk-rated interfaces, primarily due to the high TRFs of

interfacing components. The higher values found in distributed system interfaces indicate potential for
integration challenges with some of the less technically mature components. The operations section of

the DSM highlights potential risk Mars Entry and Powered Descent phases. The high values indicate to

some degree that the two operations are relying on less mature technology in these phases.
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Figure 3.3.2.2.2-2 MPL Technology Risk DSM

3.3.2.3 MarsSurveyor ‘98 Lessons L earned Applicableto the DSM Analysis

3.3.23.1 MCO Lessons Learned Applicable to the DSM Analysis

The MCO MIB made twelve major observations related to the MCO Project’s lack of a robust
systems engineering team and the inadequacy of the systems processes.” The observations made by the
MIB are paraphrased bel ow.

MCO MIB Observations
1. Absence of a mission systems engineer during operations phase.
2. Lack of definition of acceptablerisk (in context of faster, better, cheaper philosophy).
3. Navigation requirements set at too high of a management level.

4. Significant system and subsystem design and devel opment issues uncovered after launch.

! Mars Climate Orbiter Mishap Investigation Board, “Report on Project Management in NASA "
March 13, 2000, pp. 16-17.
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5. Inadequate independent verification and validation of ground software.

6. Failure to complete the interface control process with rigor aswell as verification of the
ground system interfaces.

7. Absence of afault tree analysis for mission operations.

8. Inadequate identification of mission-critical elements throughout the mission.

9. Inadequate attention, within the systems engineering process, to the transition from
development to operations.

10. Inadequate criteria for mission contingency planning.

11. Insufficient autonomy and contingency planning to execute mission-critical operations
scenarios.

12. A navigation strategy that wastotally reliant on Earth-based, Deep Space Network (DSN)

tracking of the MCO.

With the advantage of perfect hindsight, an assessment was made of both the interface and
technology risk DSMs' ahility to identify any indications of overall project risk areas. Five of the areas of
the MIB’ s observations have potential for identification through DSM analysis. The DSM analysis was
not anticipated to be able to provide any insight into the remainder of the observation areas.

Observation 1, absence of a mission systems engineer during operations phase—The MCO MIB
report somewhat touches on the importance of good knowledge sharing between the devel opment and
operations phases. For example, the board noted:

“The operations navigation team was not intimately familiar with the attitude operations
of the spacecraft, especially with regard to the attitude control system and related
subsystem parameters. These functions and their ramifications for Mars Climate Orbiter
navigation were fully understood by neither the operations navigation team nor the
spacecraft team, due to inexperience and miscommunication.” *

“Zibid, p. 18.
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The Operations Phase section of the technology risk DSMs provides a specific view of the
interaction between a component and the operations phase, namely how critical the component isto
successful completion of a particular phase. However, it does not communicate the dependency for
knowl edge between the subsystem devel oper and the operator. Another DSM analysis could be
developed to look specifically at the informational needs or availability of knowledge between the
component developer and operator. This additional analysis could also provide information related to
facilitating the transition between devel opment and operationsidentified in Observation 9.

Observation 4 - Sgnificant system and subsystem design and devel opment issues uncovered after
launch — Information was not available on which systems had design and development issues. 1t would
be interesting forward work to look at whether the devel opment issues were related to interfaces with a
high technology risk rating.

Observation 5 - Inadequate independent verification and validation of ground software — With
the benefit of hindsight, the DSN and Ground Data Handling and Control were given essentia rating
(“47) in the trgjectory correction maneuvers (TCMs) and Mars orbit insertion (MOI) operations. Thus,
the technology risk matrix reflects a moderate risk level for these e ements on those specific operations.
In general, the technology risk DSM could be used to highlight an operational risk area. In thiscasg, if
the risk had been properly understood a priori, a mitigation strategy including ground validation might
have been proposed.

Observation 8 - Inadequate identification of mission-critical elements throughout the mission —
The main purpose of the Operations section of the technology risk DSM is to provide a means to visualize
components critical to particular operational phases. The MCO technology risk DSM identifies concern
with the proper function of many components during the TCM and MOI operations.

Observation 12 - A navigation strategy that was totally reliant on Earth-based, DSN tracking of
the MCO — It isclear in hindsight that Earth-data was critical to the TCM and MOI maneuvers. With the
DSN and ground systems identified as essential in the interface DSM, somerisk level from this strategy
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could be deduced from looking at the those components in therisk DSM and such a discovery in afuture

project analysis could be used to better manage risk.

3.3.23.2 MPL Lessons Learned Applicableto the DSM Analysis

In addition to establishing the probable cause of the failure of the MPL, the JPL Special Review
Board (SRB) made findings and recommendations with respect to project implementation, project

reviews, the design process, and verification and validation.

MPL Review Board Findings

1. Cost and schedule pressure impacted project staffing and key technical decisions.

2. Project reviews were held in a manner less rigorous than previous JPL projects and this
streamlined approach was not documented in areview plan.

3. The systems engineering resources were insufficient to meet the needs of the project.

4. The verification and validation process had some deficiencies in addressing total system

performance.

Of the four major findings outlined by the JPL SRB, three of these findings relate to early project
implementation decisions. An assessment was made as to whether or not the analysis framework
described in thisthesis could provide any insight into these three finding areas.

Finding 1 - Cost and schedule pressure impacted project staffing and key technical decisions—
As described earlier, several articles have been written on the utilization of a component-based DSM,
which can be utilized to identify categories of work teams that can be established to optimize information

flow. The MPL interface DSM (Figure 3.3.2.2.1-2) shows that there are natural subsystem devel opment
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tasksaswell asalarge number of system integration tasks. Detailed project organization charts,
particularly for the LMA project team, were not reviewied, however a few observations can be drawn
based on the JPL SRB report. “In order to meet the challenges, the Laboratory decided to manage the
project with a small JPL team and to rely heavily on LMA’s management and engineering structure.”
The DSM analysis cannot be used to assess an adequate level of staffing; however, it can be utilized asa
means to identify key interface responsibilities which could then be used in the process of assigning
specific responsibilities to work teams.

The JPL SRB report also describes the project team’ s need to balance technology, cost, schedule

and risk decisons. For example:

“The decision to use pulse-mode control for the descent engines avoided the cost and cost
risk of developing and qualifying a throttle valve in exchange for a somewhat more
difficult terminal descent guidance system algorithm... Although the risksin the
mechanical and thruster were dealt with satisfactorily, the risks in the dynamics and
control area were not completely retired and should have been more thoroughly
addressed through analysis and test.” 3

The technology risk DSM provides an opportunity to look at the ramifications of these technical
decisons. For example, this decision can bereflected in a TRF rating on the thruster and the matrix can
provide a quick system overview of the impact of the decison. Each square or matrix area with a high-
risk rating must somehow be adequately addressed in arisk mitigation strategy.

Finding 3 - The systems engineering resources wer e insufficient to meet the needs of the project —
The DSM analysis approaches described above can be used to identify a basic picture of the complexity
of the interactions of the componentsin the project. A better understanding of the system complexity

would enhance detailed planning would be required to identify resource requirements for any major

project implementation area.

3 JPL Special Review Board (2000), p. 7.
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Finding 4 - The verification and validation process had some deficienciesin addressing total
system performance — The JPL SRB felt the verification and validation (V&V) process had some
deficiencies in the parachute, powered descent and touchdown phases for the MPL but, in general, the
process was well planned and executed. The MPL project utilized a combination of smilarity, analysis
and test to validate the system and component performance. The SRB’s primary observation was that
simulation and other analyses were potentially compromised when tests used to develop or validate the

system models did not have sufficient fiddity.
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Chapter 4 Discussion of Results

Thisthesis presented a systems engineering analysis framework utilizing DSM to examine the
structure of complex technical projects. Several planetary and earth observation spacecraft were used as
case studies which were analyzed using two extensions of DSM analysis. This framework was intended
to examine the project’ s architecture and technol ogy decisions.

Chapter 2 provided an overview of DSM analysis and detailed the extension of previous works to
generate an “interface DSM” and “technology risk” DSM. Chapter 3 provided a detailed analysis of each
of the seven spacecraft case studies and identified findings from the two DSM analyses consistent with
project lessons learned. This chapter isintended to summarize the analysis results and to critique the
DSM analysis framework. The analysis summary viewed the case studies collectively to compare
elements of the project’ s structure to characteristics of implementation consistent with project success or
failure. The limitations of the proposed analysis framework were reviewed and suggestions for future

work were provided.

4.1 Summary of the Interface and Technology Risk DSM Case &udy Analysis

The DSM analysis was performed on each of the seven spacecraft case studies. The analytical
process used for the case studies consisted of four basic steps (described in Section 2.2.3):

1. Identify and quantify interface dependence between components;

2. Reorder components to identify subsystem clusters and distributed systemsin the DSM;

3. ldentify operational phases and identify component criticalities to each phase;

4. Assign TRFsto each component and generate technology risk DSM.

The interface and technology risk DSMs were examined to identify patterns, clusters, and high

technology risk values. The combination of the two DSMs provided insight into the overall project
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structure. Following areview of lessons learned described by project team members, an attempt was

made to relate the DSM discoveries to project implementation lessons.

411 System Architecture, Project Organization and Development Strategy

Ulrich and Eppinger (2000) have identified two extreme types of product architecture: modular

and integral. “ The two concepts are summarized below.

Modular architecture has two properties: Integral architecture has one or more of the
following:
Major building blocks implement one or few - Functional e ements are implemented using
functional dementsin their entirety more than one major building block
Interactions between major building blocksare | - A single building block implements many
well defined and are generally fundamental to functional elements
the primary functions of the product - Interactions areill-defined and may be
incidental to primary functions

Once clustered, the interface DSMs for the seven cases were studied to identify a general sense of
the project’s architecture. In the component sections of the interface DSMs presented in Chapter 3,
general patterns gave a view of the degree of subsystem interdependence in the architecture. A scale was
drawn representing system architectures ranging from modular to integral and the seven case studies were
mapped on to thisscalein Figure 4.1-1. On the left side of the scale, interface DSMs with no overlapping
subsystems and a small number of distributed systems would be considered more modular or
independent. SAMPEX provided a good example of this pattern. DSMs exhibiting a pattern with
subsystems that overlap and/or have a large number of distributed systems were classified as integral.
The Mars Pathfinder case showed the highest degree of integrality from the cases studied.

Pimmler and Eppinger (1994), McCord and Eppinger (1993), Eppinger (1997), and Browning
(1997) have utilized component DSM to identify optimized organizational team structures to facilitate the

transfer of information between the subsystem devel opment teams. The interface DSM devel opment

“ Ulrich and Eppinger (2000), pp. 183-184.
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Figure4.1.1-1 Mapping of System Architecture for the Cases Studied

encompasses the process identified by these earlier works and extends it to consider the mission
operations.

The case studies provide good contrast for comparing the alignment of the system architecture
and organizational structure. Take, for example, the NEAR and Mars Pathfinder projects which were
both part of NASA’s Discovery Program. Both NEAR and Pathfinder devel oped spacecraft for launch
within three years, however these organizational approaches differed vastly. NEAR was staffed primarily
from JHU’s matrix organization while Pathfinder utilized a dedicated, project team with many of the key
team members co-located. Both strategies worked well for the basic structure of the respective projects.
In the NEAR case, the interface DSM analysistool (Figure 3.2.2.2-1) demonstrated an ability to clearly
identify the subsystem independence, which was well aligned with the utilization of a matrix
organization. In contrast, the Mars Pathfinder interface DSM (Figure 3.2.1.2-2) showed alarge number
of interdependent subsystems and a co-location strategy provided for rapid flow of information to support
integration. NEAR and Pathfinder also utilized a different operations strategy. Pathfinder took eight
monthsto get to Mars and operated on the surface for almost 90 days while NEAR took four yearsto get

to the asteroid Eros and studied the asteroid for more than ayear. Pathfinder utilized many of the
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subsystem devel opers as spacecraft operators and the duration of the mission enabled this approach.
NEAR used a dedicated operations team in a mission operations center at JHU.

The SAMPEX interface DSM in Figure 3.1.1.2-1 indicates a pattern consistent with a highly
modular architecture. With this architecture, the project team utilized a mix of dedicated project
personnel and several integration functions were supported by the matrix organization. Some of these
integration functions supported several of the SMEX missions. The organizational structure worked well
for theindividual project aswell asfor providing an infrastructure to capture knowledge that would be
beneficial for future SMEX missions. SAMPEX was operated out of the Project Operations Control
Center at GSFC. The spacecraft was designed for alow level of operational interaction. The science
collection was fairly autonomous and was recorded on-board for transmission to Earth twice daily.

The three Mars Surveyor missions had similar system architectures and organizational
implementation approaches. The three missions were led by NASA JPL with Lockheed Martin
Astronautics as the prime contractor for spacecraft development. Spacecraft operations for the three
missions were conducted by the Mars Surveyor Operations Project (MSOP). M GS successfully
accomplished itsgoals and is till in operation today. MCO and MPL were both lost as they approached
Mars. Theinterface DSMs for the three projects (Figures 3.3.1.2-1, 3.3.2.2.1-1and 3.3.2.2.1-2
respectively) show fairly independent subsystems, with similar functions requiring systems integration.
The operations section of each of the interface DSMs highlights components that were critical for mission
operations. In the cases of MGS and MCO, propulsion components were essential to trajectory correction
to enter into Martian orbit. For MPL, the EDL components were essential for the entry and landing
phase.

Since MGS was successful and the MCO and MPL failed, the interface DSM analysis by itself
does not indicate a difference in the spacecraft or organizational architecture that indicates a fundamental
flaw in the structure of separate development and operations organizations. However, in itsinvestigation
of the MCO failure, the MIB noted that there were inadequate communications between project dements
and there was an inadequate systems engineering transition process from development to operations.
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Further understanding of the MCO project organization structure would be of interest to determineif the
communication problem was exacerbated by a mismatch between the organization and architecture of the
subsystems and the distributed systems.

The MCO MIB noted ancther contributing cause to the failure was that the operations navigation
team was not intimately familiar with the spacecraft characteristics. None of the DSM analyses presented
could provide an indication of this potential problem; however development of a DSM that includes an
indication of an operational phase’'s dependency for knowledge about spacecraft characteristics would be
of benefit in providing an indication of the transition from devel opment to operations. For example, an
analysisindicating an operator’ s dependence on spacecraft component knowledge would show great
contrast between autonomous science operations on SAMPEX and the high degree of planning and
interaction involved with trgjectory correction in interplanetary travel.

The case analyses al so showed some relationship between project success and alignment between
architecture and development strategy. Both NEAR and SAMPEX utilized a strategy to develop
subsystemsin paralle. The highly independent subsystemsin the interface DSMs for SAMPEX and
NEAR appear to support this strategy. In fact, the NEAR project took a mass penalty in the spacecraft by
establishing and maintaining a clean interface between the propulsion module and the rest of the
spacecraft. The concurrent engineering and parallel devel opment of components was successful in these
projects which was cons stent the modular nature of their respective spacecraft architectures.

The Clementine interface DSM shows a combination of independent subsystems and alarge
number of distributed systems that were required for integration. Clementine also had a short
development schedule — Clementine was launched after a 22-month devel opment phase. The project was
staffed by a small “ hand-picked” team and all design, development, testing and integration was conducted
in asinglefacility. Theinterface DSM might indicate that concurrent devel opment could occur in a more
dispersed fashion than actually took place. However, an argument could be made that the patterns of the
interface DSM were consistent with the management approach since components with flight heritage
were concurrently developed by experienced vendors. A counter argument could be made that the co-
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located team was not cong stent with the architecture. The mission was schedul e-driven and the co-
located team was essential to speed up information flow. In this case, looking at the interface DSM, the
system architecture and the organization was not enough. The schedule pressure drove the project
implementation strategy, and this information could indicate that conclusions drawn from the DSM
analysis framework may not apply in projects that are excessively constrained in schedule, technology

challenges or cost.

412 Risk Management

The NASA Systems Engineering handbook notes that “Risk management comprises purposeful
thought to the sources, magnitude, and mitigation of risk, and actions directed toward its balanced
reduction.” The handbook identifies four eementsin arisk management strategy: risk planning, risk
identification and characterization, risk analysis and risk mitigation and tracking. (See Figure4.1.2-1)
The handbook also identifies 13 techniques to aid in risk management — five of these techniques were
identified to identify and characterize risk. These techniques included expert interviews, independent
assessment, risk templates, previous project lessons learned and tools such asfault trees. Mars Pathfinder
successfully managed risk in their project by identifying risks through techniques like expert interviews,

and then allocating schedule and cost resources to reduce risk.

Risk Management

Risk Planning Risk Identification Risk Analysis Risk Mitigation
and Characterization and Tracking

Figure4.1.2-1 NASA Risk Management Overview

“> National Aeronautics and Space Administration, “ NASA Systems Engineering Handbook,” SP-
6105, June 1995, p. 38.
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The technology risk DSM is another tool that can be used as atool to help identify and
characterize risk. Thetechnology risk matrix identifies potential subsystem risks by factoring in the
dependency of two elements at their interface. By developing this matrix, high values can indicate risky
“hot spots.” Particular attention should be paid to clusters of high values indicating a risky subsystem.
The technology risk DSM also provides a relative indication of a component’s severity of consequences
in completing a critical operation. Components that are essential to an operation and have some
development risk are going to reflect a high value in the operations section of the technology risk DSM.
Figure 4.1.2-2 below shows some of the highest technology risk values from the component and
operations sections of the Mars Pathfinder technology risk DSM.

Theinterface DSM included an approach to examine the impact of component criticality on each
of the major operational phases of the project. The technology risk DSM provided a view of the impact
of the inherent technology risk of a component on the overall system. Examining patternsin these two

DSMs could be used to expand the system view of project planners and enhance project implementation

planning.
TRYU 1[1[1]14(3]3]|3]2
TRL A|B|C|D|E|F|G|H
Delta Il Launch Vehicle] 1| A 4 8
Cruise Stage Structure] 1| B| 4 2 g,/\
Cruise Power System| 1| C 2 /
Aeroshell (Heatshield & Backplane)] 4| D | 8] 84 24 32
Parachute| 3| E 24 36 24
Solid Rocket Assisted Decelerator| 3| F 36 24
Airbags| 3| G 24
Backshell Pyro Switching & Pyros| 2 H 32 24 24 24
Operations Phases| 1| AS
Cruise| 1| AT 2
Trajectory Correction] 1] AU 2
Entry, Descent & Landing| 1[AV 16 12 12 12
Surface Deployment| 1|AW

Figure4.1.2-2 Detailed Views of the Mars Pathfinder Technology Risk DSM
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4.2 Observationsfromthe DSM Case Study Analyses

The goal of thisthesiswasto develop an analytical framework that could be utilized to provide a
more holistic view of a project from the conceptual development through its operational mission. The
case study analyses provided an opportunity to reflect on the capabilities of the DSM analysis tool.

Good decision-making requires in-depth technical understanding and knowledge of programmatic
resources and design margins at all levels. Thetwo DSMs can provide a guide to identifying key
areas where there must be a thorough technical understanding must exist.

The proposed analytical framework should be viewed as a toal to facilitate discussions between
project planners and expand viewpoints with respect to project implementation which could affect all
aspects of the project life cycle. Thelevel of detail used to generate the DSMs can vary, thus future
use of thistool should be tailored as needed to maximize the view of the system and project life.

A key element to project successis aligning mission objectives, project architecture, technology and
implementation approaches. Both NEAR and Pathfinder demonstrated successful completion of
highly complex technical achievements within a very short development time, but the goals were
achieved with vastly different methods. NEAR used mature hardware and a matrix organization
while Pathfinder demonstrated lots of new technological approaches and a co-located project team.
Both strategies worked well for the basic structure of the respective projects.

The technology risk DSM could be a valuable toal for identifying potential “ hot spots” where a
thorough risk mitigation strategy will be required. The technology risk DSM highlighted many
subsystem devel opment areas with high risk that matched well with those identified by and addressed
by the project teams.

The technology risk DSMs were written based on the technology readiness at the time of launch after
the verification and test programs were complete. A technology risk DSM generated at the concept
review based on component maturity level would likely be a better indicator of the potential

unplanned rework.
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Similarly, during early planning, TRFs could be used to determine the adequacy of aVV&V program.
For example, a priori assignment of TRFs, assuming TRF levels following a completely successful
verification program could be used to show the “best case” of mitigated risk. Figure 4.2-1 shows an
example of how the EDL portion of the technology risk matrix could have been viewed at concept
selection and following the verification program. At the time of the technology selection, the TRFs
were actually higher than they were before launch. The extremely high technology risk valuesin this
area could be used to identify an area where unpredicted activities would be required and certainly
could be used to justify budget and schedule reserves. An assessment could also be made asto

whether or not the V&V progrm provides an acceptable level of risk mitigation.

At Concept Selection Before Launch
TRAH1]1]114]14]4]5]2]1 TRAH111]1]14]13]3]3]2][1
TRF A|BI[C|D|EJF|G|H]| I TRF A|BI[C|D|EJF|G|H]| I
Delta Il Launch Vehicle| 1| A 4 3 Delta Il Launch Vehicle| 1| A 4 3
Cruise Stage Structure| 1| B | 4 2 8 Cruise Stage Structure| 1| B | 4 2 8
Cruise Power System| 1| C 2 Cruise Power System| 1| C 2
Aeroshell (Heatshield & Backplane)] 4/ D8] 8 32 32 Aeroshell (Heatshield & Backplane)] 4/ D|8]8 24 32
Parachute| 4| E 32 64 32 Parachute| 3| E 24 36 24
Solid Rocket Assisted Decelerator| 4| F 64 32 Solid Rocket Assisted Decelerator| 3| F 36 24
Airbags| 5| G 40 Airbags| 3| G 24
Backshell Pyro Switching & Pyros| 2| H 32 32 32 40 8 Backshell Pyro Switching & Pyros| 2| H 32 24 24 24 8
Lander Shunt Limiter Unit| _1{ | 8 |_ Lander Shunt Limiter Unit] _1{ | 8 |_

Figure 4.2-1 EDL Subsystem Technology Risk Matrix at Concept Selection and at Launch

4.3 Future Extensions of I nterface and Technology Risk DSM Analysis

The summary of the case studies has pointed out some of the strengths and weaknesses of the

interface and technology risk DSM analyses. Some suggestions for future work extending the interface

and technology risk DSM analyses are offered to enhance future analytical capabilities.

The input into some areas of the matrices has some leve of subjectiveness. However, utilizing

spreadsheets to develop the DSM's provides an opportunity to perform some level of sensitivity
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analysis. Different values for interface dependency or for a component’s TRF could quickly be
tested and the impact of the changes could be studied to determine their relative importance.

The DSM analysis performed does not adequately characterize the interdependence of knowledge
between the hardware devel opment team and the operations phase. In the Pathfinder project, the
devel opers became spacecraft operators and their in-depth knowledge of their subsystemswas a
key to the pathfinder success. In contrast, the MCO was lost in part because of the separation of
the development and operations team and the lack of information shared between the two. Future
work could provide insight into this area by devel oping a third DSM, which would identify the
degree of component knowledge required by an operator in each phase of operations.

The current form of the proposed DSM analysis does not provide an indication of the intensity of
operational interactivity with the spacecraft. Future work should include a means to have some
indication asto how architectural and technology decisions could extend or reduce real-time
operations.

Observations made from the DSM analysis framework may not apply in projects that are
excessively constrained in schedule, technology challenges or cost. The proposed analysis should

be extended to other cases to better define the capahility of the analysis framework.
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Chapter 5 Summary and Conclusions

The motivation for this thesis was to examine why some of NASA’s projects of the 1990's had a
high correlation of failure associated with a few common themes — inadequate project reviews, poor risk
management, insufficient testing, and inadequate communications. A systems engineering analysis
framework, utilizing DSM analysis, was presented as tool for plannersto develop and evaluate project
implementation approaches to minimize the potential for failure related to these common themes.

The DSM analysis was used as part of a general systems engineering review of seven spacecraft
projects. The analysisframework was successful at providing a representation of many of the issues and
insghtsidentified in the literature by team members from the respective projects.

Two different approaches of DSM analysis were utilized. The interface DSM mapped the
dependence of components on one another, which was measured based on arating of the strength of the
interface between the two components. Major operational phases were also included in the DSM to
provide an opportunity to view the impact of component criticality on the respective operational phases.
The technology risk DSM included a TRF, which showed increasing value for increasing technological
risk. The matrix was then used to identify the patterns of system leve risk based on the selection of
components with varying TRFs.

The analysis of the spacecraft cases helped to identify two fundamental elementsthat are essential
for a project to be successful:

1. Implementation planning must consider a project from the view of the entire mission life
cycle.

In complex technical projects, such as NASA's spacecraft missions, consideration must be given
to the mission aswhole. The strategy managers use to execute a project must bal ance the needs and
resources across all phases of the project life, and insure seamless transitions through all phases from

development to operations.
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2. For acomplex techrical project to be successful, it isessential that alignment exists
between system ar chitecture, organization, development and oper ations strategies.

Thereis no single approach for mission success. The NEAR spacecraft and Mars Pathfinder both
achieved mission success, however the implementation approaches were vastly different. The key to
success of both projects was the alignment of their implementation strategies. Mars Pathfinder wanted to
demonstrate new technologies for interplanetary travel. The severe mass congraints for aMars mission
led to ahighly integral design. Their dedicated project team was collocated to facilitate efficient
information flow between devel opment teams. The uncertainty of new technology led to a plan for an
extended test and verification process. The NEAR project team used mature technology in the first
spacecraft to visit an asteroid. Schedule focus led to a philosophy of concurrent development of
subsystems. The team focused on establishing clean interfaces at expense of launch massto mitigate
issues associated with integration. The key to the success of both of these projects was that their
strategies were aligned.

Successful project implementation requires an understanding of the project structure, knowing the
potential challengesthat lie ahead, and devel oping and managing a strategy to manage thoserisks. The
case study analyses demonstrated that the DSM analysis framework could be used to devel op a deeper
understanding of the underlying system architecture and the risks associated with selection of technology.

Understanding the architecture of the system and providing a means to identify interfaces with a
high degree of interdependence can provide an indication of where a high degree of information flow will
be required. The knowledge of this relationship will be important to organizing the project team to
develop and operate a complex system. Similarly, identifying and characterizing risksinherent in a
mission, particularly those affected by technology decisionsis an essential eement of risk management.
The DSM analysis framework presented provides a method to identify the basic elements of a project
structure and provides a means for a project planning team to go through a discovery process for
examining feasible architecture alternatives, understanding the potential system impacts of basic
decisions, and identifying potential risk aress.
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Appendix— Case Study Analysis Assumptions
The following assumptions were made during the generation of the interface and technology risk DSMs.
Casel: SAMPEX DSM Assumptions

Physical interfaces were assumed according to the spacecraft architecture diagram in Figueroa
and Col6n (1996).

Power distribution energy interfaces were assumed based on electrical layout in Baker (1993).

New innovationsin the project include 1773 data bus, Processors (CTT, RPP and DPU); these
components were assumed to be at TRF value of 3. (Based on Baker (1993) “there are many
innovations including powerful onboard processors, optical fiber busses, solid state memory units,
and a highly integrated mechanical design.”)

Case 2: Clementine DSM Assumptions

Architecture assumed to follow detailed block diagram in Regeon (Figure 4).

Structure: Launch vehicle adapter interfaces with Titan and Interstage adapter; interstage adapter
goes between main SC structure and LV adapter; these are physical and energy interfaces

Sensors go primarily to sensor processor but thereis an indirect information interface to the
thrusters etc.

Assume all eectronics boxes have heater control

All dectronics boxes have major interface with flight software

All sensors and effectors have major interface with flight software

Based on COMPLEX Lessons Learned the following components were assumed to have higher
TRF's

UV/Visimager & High resImager — 2
Laser Transmitter, Near Infrared Imager, Long wave Imager — 3

o] Sensor computer — 2

o] R ease mechanism — 3
o] Battery — 3

o] IMU -3

o] Star tracker — 2

o]

o]
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Case 3: Mars Pathfinder DSM Assumptions:

System architecture information was taken from system block diagram found in Muirhead (1996)
There are three major spacecraft structures: cruise stage, entry vehicle, and lander.
Launch vehicle gives energy to the 3 major structural e ements— an energy transfer.
The cruise stage acts as a physical interface to the launch vehicle
All active components have a physical and an energy interface to power via the power
dlstrlbutl on unit.
Components powered during cruise get primary thermal control through active Freon fluid loop
(e g. battery and e ectronics).
All powered components must rel ease some of their energy through passive thermal control.
All thrusters have a physical interface with and transfer energy to the cruise structure.
Data and command information transfer assumed via the Muirhead system block diagram.
Major attitude information components are located on the cruise stage.
Thrusters have physical and energy interface to cruise structure.
Deep Space Network gets energy and information from the spacecraft antennae.
Software had indirect information exchange with sensors and effectors but direct information
[ nterface to the flight computers.
Parachute interfaces with the aeroshdl’ s backshell and has a major structural (energy) interface.
Parachute interfaces with the lander structure and has a major structural (energy) interface.

The block diagram of Muirhead (1996) was simplified. The block diagram smplification
assumptions include:

0 Cruise Power System consists of cruise solar arrays, cruise shunt limiter, and
cruise shunt radiators

o] Power Distribution and Control consists of the primary power control unit and
power distribution unit.

o] Lander shunt radiators are considered part of the passive TCS

o] The Telecommunications Boards - VME consist of: a) Reed Solomon Downlink
Board, b) Hardware command decoder

o] The Telecommunications Boards - TEL consst of: a) telemetry modulation units,

b) command detector units
Assume the science instruments are essential for their operational use (even though one
instrument loss could still permit some degraded operations).
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Case4: NEAR DSM Assumptions

Launch vehicle gives energy to propulsion and spacecraft structure — an energy transfer

Spacecraft structure consists of spacecraft adapter (main forging) two decks, and 8 side pandls; It
has a physical interface to propulsion structure and other physical components
- Propulsion structure interfaces to propulsion components

Thrusters have physical and energy interface to propulsion structure

Helium tanks pressurize other tanks so a physical and energy interface is assumed

The power bus has a physical and energy transfer to major system components

The power switching relays are not distinguished from the power bus

Power conditioning supports the elements to regulate the power system elements only

Power switching units are assumed to interface with major command effectors (e.g. thrusters) and
on/off for major systems

Attitude control components have physical and information interface to the attitude interface unit
(AI U)

Deep Space Network gets energy and information from the spacecraft antennae

All powered components must transfer energy via passive thermal control

All powered components had thermostatically controlled heaters

Assumed all components had high technol ogy readiness
- TheLVA thrusters are used during transit, rendezvous and science operations will use the
monoprope lant thrusters.
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Case 5: MarsGlobal Surveyor:

Spacecraft’s center module consists of two smaller modules: the equipment module, which
contains the spacecraft’ s e ectronics and scientific equipment, and the propulsion module which holds
the tanks and rocket engines.

Spacecraft structure consisted of four sub-assemblies known as the equipment module, the
propulsion module, the solar array support structure, and the high gain antenna support structure.

The equipment module's main function involves housing the avionics packages and science
instruments.

With the exception of the Magnetometer, all of the science instruments were bolted to the nadir
equipment deck, mounted above the equipment module

The propulsion modul e serves as the adapter between the launch vehicle and contains the
propdlant tanks, main engines, and attitude control thrusters.

Two solar arrays mount close to the top of the propulsion near the interface between the
propulsion and equipment modules.

Rectangular shaped, metal drag "flaps' increase the total surface area of the array structureto
increase the spacecraft's ballistic coefficient during aerobraking.

The two Magnetometer sensors were mounted on the end of each solar array, in between the array
and theflap.

In addition to the solar arrays, the high gain antenna deploys from propulsion module.

Command & Data Handling

o] has 6 major subcomponents:
. Flight computers or standard control processors SCPs
. Contrals Interface Unit — connects to other s/c components
. Engineering data formatter
. Payload data subsystem
. Cross-Strap Unit
. Solid State Recorder
o] For matrix C&DH will consist of the flight computers and SSR’s

Attitude and Articulation Control Subsystem
Software run in SCP
Poining normally from 4 reaction whedl subassemblies
Sun sensor
IMU
Mars Horizon Sensor Assembly
Celestial Sensor Assembly
Telecommunications
o] OneHigh Gain

O O0OO0OO0OO0Oo

0 4 Low Gain — 2 transmit, 2 receive
o] Mars Orbiter Transponder
o] Command Detector Units
Propulsion
o] Hydrazine tanks
o] Nitrogen tetroxide (NTO) tanks
o] Main engine— Only main engine uses bi-propellant
o] Attitude control thrusters — monopropellant

Power

o

Solar arrays with aerobrake drag flaps
o] Nickel Hydrogen batteries
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Case 6: Mars Climate Orbiter DSM Assumptions:

Launch vehicle gives energy to the equipment and propulsion module structure — an energy
transfer

The propulsion modul e acts as a physical interface to the launch vehicle

All active components have a physical and an energy interface to the power bus.

All active components have a physical and an energy interface to heaters to maintain proper
thermal conditioning and/or utilize some cooling from the louver system. Some heaters were
thermostatically controlled, others were computer controlled.

All powered components must rel ease some of their energy through passive thermal control.

All thrusters have a physical interface with and transfer energy to the propulsion structure.

Thrusters and reaction wheels got indirect info from the attitude sensors but had physical and
information interface to the central computer.

The IMU was turned off except during major maneuvers so it was assumed it provided info
indirectly only during correction firings.

Only tanks and thrusters are located in the propulsion module.

Thrusters have physical and energy interface to propulsion structure; reaction wheels transfer
energy to equipment module structure.

Deep Space Network gets energy and information from the spacecraft antennae.

Software had indirect information exchange with sensors and effectors but direct information
interface to the flight computer.

Assume no solid state recorders used; data stored on central computer

Assume the following component technology risk factors:

o] Propulsion system used new operation approach — late pressurization of
propulsion; thiswould give TRF of at least 2 to propulsion components.
o] The central computer processor was developed for Mars Pathfinder but in this

application was used as an all-in-one processor, which is a different application than
Pathfinder, thus TRF >= 2.
o] UHF link from orbiter to lander has TRF >=2
o] IMU being turned off —- TRF = 2.
Assume the science instruments are essential for their operational use (even though one
instrument loss could still permit some degraded operations).
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Case 7: MarsPolar Lander DSM Assumptions:

There are 3 major spacecraft structures. cruise stage; entry vehicle, and lander

Cruise stage primary components: attitude sensors, solar arrays, cruise antennae and
telecommuni cations electronics.

Cruse attitude control comes from thrusters and IMUs located on the lander

Launch vehicle gives energy to all structure —an energy transfer, but only has a physical interface
to the cruise structure

All active components have a physical and an energy interface to the power bus.

All active components have a physical and an energy interface to heaters to maintain proper
thermal conditioning.

All powered components must rel ease some of their energy through passive thermal control. For
the lander, thisincludes the loop heat pipe

All thrusters have a physical interface with and transfer energy to the lander structure; thereisan
energy interface to the cruise structure.

Thrusters get indirect info from the attitude sensors but had physical and information interface to
the central computer.

Thrusters used during cruise, entry and powered descent

Tanks and thrusters are located in the lander structure.

Parachute has an energy and physical interface to the aeroshell

Deep Space Network gets energy and information from the spacecraft antennae.

Software had indirect information exchange with sensors and effectors but direct information
[ nterface to the flight computer.

Assume no solid state recorders used; data stored on central computer
Assume the following component technology risk factors:

o] Powered descent is new for this heritage spacecraft (not used since Viking); this
would give TRF of at least 2 to propulsion components.
o] The central computer processor was developed for Mars Pathfinder but in this

application was used as an all-in-one processor, which is a different application than
Pathfinder, thus TRF >= 2.

o] UHF link from orbiter to lander has TRF >=2
0 Parachute, aeroshell have pathfinder heritage, o TRF =1
Assume the science instruments are essential for their operational use (even though one
instrument loss could still permit some degraded operations).
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